Energy Efficient Clustering and Data Uploading Using Polling Point in Wireless Sensor Network
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Abstract— In Wireless sensor network consisting of a huge number of sensor nodes is effective for assembly data in a variety of environment. Given that the sensors operate on battery of limited power, it is a challenging task to design an efficient routing scheme which can minimize the delay while offering high energy efficiency and long network lifetime. Multiple cluster heads within a cluster cooperate with each other to perform energy saving intercluster connections. Through intercluster transmissions, cluster head information is forward to SenCar for its moving trajectory planning. We proposed Energy Efficiency Clustering and Data aggregation for Sensor Network. There are four phases: Cluster head, cluster head selection, data aggregation and maintenance. Important issues in wireless sensor network is minimize the total energy consumption requires to collect data. Protocol provides improved network time period since the energy level of the nodes are considered while choosing the cluster head.
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I. INTRODUCTION

WSN is a collection of sensor nodes which is used to sense the surrounding environment. Each sensor node contain the limited number of resources such as energy, storage, and computational capacity then each node can communicate with one another within a small distance. Energy (sending and receiving) is a driving constraint. Minimum Energy consumption and traffic load is an important issue in WSNs. Clustering is a standard approach for reducing energy consumption and traffic load. Group of similar sensor nodes are organized into a cluster. Each cluster has a CH which is used to collect the information from respective sensor nodes and forward to the base station.

In such applications, sensors are generally densely deployed and randomly scattered over a sensing field and left unattended after being deployed, which makes it difficult to recharge or replace their batteries. After sensors form into autonomous organizations, those sensors near the data sink typically deplete their batteries much faster than others due to more relaying traffic.
When sensors around the data sink deplete their energy, network connectivity and coverage may not be guaranteed. Due to these constraints, it is crucial to design an energy-efficient data collection scheme that consumes energy uniformly across the sensing field to achieve long network lifetime. The sensors into clusters and allows cluster heads to take the responsibility for forwarding data to the data sink. The main objectives of clustering hierarchy is to efficiently maintain the energy consumption of sensor nodes by involving them in ad-hoc communication within a particular cluster and by performing data aggregation and fusion in order to decrease the number of transmitted message to the base station. Cluster formation is typically based on the reserve of sensors and sensors’ proximity to the cluster head.

Hierarchical routing protocols are critical for the wireless sensor networks (WSN) to maximize its lifetime, but the existing protocols are prone to lead nodes in clusters to die early due to ignoring the state of neighbours in the cluster head decision. The lifetime of sensor can be increased by optimized the applications, operating systems, and communication protocols. In clustering, the network is randomly divided into several clusters, where each cluster is managed by a cluster head (CH).

II. RELATED WORK

Clustering algorithm for sensor networks, known as Low-Energy Adaptive Clustering Hierarchy (LEACH). LEACH is a cluster-based protocol that applies randomized rotation of the cluster heads to distribute the energy load evenly among the sensor nodes in the network. The operation of LEACH is organized in rounds, each consisting of a set-up phase and a steady-state phase. During the set-up phase, the network is separated into clusters, each with a randomly selected cluster head from nodes in a cluster. During the steady-state phase, the cluster heads gather data from nodes within their clusters respectively. In LEACH, the nodes organize themselves into local clusters, with one node acting as the cluster head. All non-cluster head nodes transmit their data to the cluster head, while the cluster head node receives data from all the cluster members, performs signal processing functions on the data (e.g., data aggregation), and transmits data to the remote BS. Therefore, being a cluster head node is much more energy intensive than being a non cluster head node.

The operation of Energy Efficiency based Clustering and Data Aggregation is divided into round and every round consists set-up phase and Steady state phase. The network is divided into rectangular region and it’s called swim lanes, then each swim lane partitioned into smaller region is called grids. The grids further away from BS are bigger and have more nodes participated in Cluster Heads. Swim lane is partitioned into several rectangular grids along Y-axis. Grid of each swim lane is assigned a level of bottom grid is 1. Both numbers of grids and length of each grid in a swim lane are related with the distance from the swim lane to BS. For different swim lanes, the further swim lane is away from BS. For same swim lane, the grid further away from BS has longer length.
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Once the nodes have elected themselves to be cluster heads, the cluster head nodes must let all the other nodes in the network know that they have chosen this role for the current round.

The actuator starts from the sink, travels through the entire network and collects the data from nearby sensor nodes while in motion, before inverting to forward its collected data to the sink. In ultimate circumstances, the actuator’s moving distance is not limited. It is able to visit all of the sensor nodes in the network inorder, communicating with the sensor nodes by single-hop relay, thus minimizing energy consumption during communication. However, in practical applications, strict restrictions are placed on the data gathering delay. Thus, the key issue of using actuators in wireless sensor networks is planning reasonable paths for the actuator and optimizing the data exchange mechanisms with the sensor nodes.

to maximize the network lifetime of a wireless sensor network. The data gathering tree problem turns out to be NP-complete and hard to solve exactly. A polynomial time algorithm, which is provably close to optimal to extend our solution to the construction of a data gathering forest. This results in a better approximation ratio for extending the network lifetime and in decreasing the load on the central base station. Simulations show that both our schemes successfully balance the load and significantly extend the network lifetime. Further, our schemes have a low computational burden, which is important for on-line implementation.

Fig.2 Cluster Formation

To do this, each cluster head node broadcasts an advertisement message (ADV) using a no persistent carrier-sense multiple access (CSMA) MAC protocol [12]. This message is a small message containing the node’s ID and a header that distinguishes this message as an announcement message. Each non-cluster head node determines its cluster for this round by choosing the cluster head that requires the minimum communication energy, based on the received signal strength of the advertisement from each cluster head. Assuming symmetric propagation channels for pure signal strength, the cluster head advertisement heard with the largest signal strength is the cluster head that requires the minimum amount of transmit energy to communicate with. Note that typically this will be the cluster head closest to the sensor, unless there is an obstacle impeding communication. In the case of ties, a random cluster head is chosen.
Fig.3 Cluster Head Selection

III. MOBILE DATA COLLECTION

Compared with data collection via a static sink, introducing mobility for data collection enjoys the benefits of balancing energy consumptions in the network and connecting disconnected regions. Investigated mobility under random walk where the mobile collector picks up data from nearby sensors, buffers and finally offloads data to the wired access point. However, random trajectory cannot guarantee latency bounds which is required in many applications. Proposed to control data mules to traverse the sensing field along parallel straight lines and collect data from nearby sensors with multichip transmissions. This scheme works well in a uniformly distributed sensor network.

They alternatively proposed a single-hop data gathering scheme to pursue the perfect uniformity of energy consumption among sensors where a mobile collector called SenCar is optimized to stop at some locations to gather data from sensors in the proximity via single hop transmission. Data generated from the sources in the region are often redundant and highly correlated. Accordingly, gathering and aggregating data from the region in the sensor networks is important and necessary to save the energy and wireless resources of sensor nodes. The concept of a local sink to address this issue in geographic routing. The local sink is a sensor node in the region, in which the sensor node is temporarily selected by a global sink for gathering and aggregating data from sources in the region and delivering the aggregated data to the global sink. A Single Local Sink Model for determining optimal location of single local sink. Because the buffer size of a local sink is limited and the deadline of data is constrained, single local sink is capable of carrying out many sources in a large scale local and adjacent region. The Single Local Sink Model to a Multiple Local Sinks Model, a data gathering mechanism that gathers data in the region through the local sink and delivers the aggregated data to the global sink to avoid individual data dissemination of source nodes in a local and adjacent region. The Local Sink, which locally gathers data of source nodes in the region and disseminates the aggregated data to a Global Sink.

Single Local Sink Model to determine an optimal location of a local sink which can minimize the total energy cost of data gathering and aggregated data dissemination, and extended it to a Multiple Local Sinks Model to provide the scalability in terms of the buffer size of the local sink and the deadline constraint of data. The routing mechanism which gathers data in the region and disseminates the aggregated data to the global sink through local sinks. Superiority of the proposed data mechanism than Directed Diffusion, LEACH, and Data Funnelling in terms of the energy consumption, the data delivery ratio, and the deadline miss ratio through the simulation results.
The work was further extended in to optimize the data gathering tour by exploring the trade off between the shortest moving tour of SenCar and the full utilization of concurrent data uploading among sensors. Furthermore, proposed an algorithm to study the scheduling of mobile elements such that there is no data loss due to buffer overflow. Although these works consider utilizing mobile collectors, latency may be increased due to data transmission and mobile collector’s travelling time.

3.1 INTER-CLUSTER COMMUNICATIONS

Next, we discuss how cluster heads in a CHG collaborate for energy efficient inter-cluster communication. We treat cluster heads in a CHG as multiple antennas both in the transmitting and receiving sides such that an equivalent MIMO system can be constructed. The self-driven cluster head in a CHG can either coordinate the local information sharing at the transmitting side or act as the destination for the cooperative reception at the receiving side. Each collaborative cluster head as the transmitter encodes the transmission sequence according to a specified space-time block code (STBC) to achieve spatial diversity.

Compared to the single-input single-output system, it has been shown in that a MIMO system with spatial diversity leads to higher reliability given the same power budget. An alternative view is that for the same receive sensitivity, MIMO systems require less transmission energy than SISO systems for the same transmission distance. Therefore, given two connected clusters, compared with the single-head structure, in which the inter-cluster transmission is equivalent to a SISO system, the multi-head structure can save energy for inter-cluster communication received information. When a sensor node becomes a cluster head, other sensor nodes in that cluster forwards their data to the cluster head. Cluster heads aggregate data and send them to the base station. If the cluster head is far from the base station, it requires more energy to transmit data. Therefore, it is important to try to select a sensor node as cluster head with minimum possible distance to the base station. It is desirable that the sensor nodes closer to the base station become cluster head while the other ones remains as ordinary sensor nodes. In other words, smaller number of sensor nodes wants to become cluster head. In this model, cluster heads transmit data to the base station directly without getting help from other sensor nodes.

3.2 IMPACT OF MAXIMUM NUMBER OF CLUSTER HEADS IN EACH CLUSTER

In this section, we evaluate the impact of the maximum number of cluster heads in each cluster, M, on energy consumptions, latency and number of clusters. We plot the performance of mobile MIMO with different M when l varies from 50 to 400 m and n ¼ 200. We fix the interval distance t between a polling point and its adjacent neighbors in horizontal and vertical directions at about 20 m, which means that n varies from 16 to 441 with different settings of l.

That the average energy consumption declines as l increases in all cases. This is because that more clusters would be formed when sensors become sparsely distributed as indicated. It is also noticed that a larger M leads to less energy consumptions. For example, when l ¼ 200 m, energy consumption with M ¼ 4 is 35 per-cent less than the case of M ¼ 2. This result is intuitive since cluster heads perform more transmissions than other nodes.
When $M$ increases, there are more cluster heads in a cluster to share the workload. Fig. 8b shows the maximum energy consumption in the network. Since more cluster heads can directly upload their data to SenCar without any relay, the case with a larger $M$ results in a slightly less energy consumptions. For example, when $l = 300$ m, maximum energy consumption with $M = 6$ is 15 percent less than the case with $M = 2$.

It is demonstrated that a larger $M$ also leads to longer data latency. The reason is that more selected polling points need to be visited, which leads to a longer moving trajectory. For instance, when $l = 400$ m, the data latency in the case of $M = 6$ and $M = 4$ is 14 and 7 percent longer than the case of $M = 2$, respectively. Fig. 8d shows the number of clusters formed with different $M$.

3.3 COMPARISON OF ENERGY CONSUMPTIONS AND LATENCY

First, we compare the average energy consumption for each sensor and the maximum energy consumption in the net-work. We set $l = 250$ m, $n_p = 400$, and $M = 2$ (at most two cluster heads for each cluster) and vary $n$ from 50 to 500. Note that when $n = 50$, network connectivity cannot be guaranteed all the time for multihop transmission with a static sink. The results here are only the average of the connected networks in the experiments. However, the mobile schemes can work well not only in connected networks but also in disconnected networks, since the mobile collector acts as virtual links to connect the separated sub networks.

We can see that our mobile MIMO scheme[8] results in the least energy consumption on sensor nodes, whereas the methods that transmit messages through multihop relay to the static data sink result in at least twice more energy on each node. Further presents the maximum energy consumption in the network. The network lifetime usually lasts until the first node depletes its energy.

It is intuitive that schemes with lower maximum energy consumption would have longer network lifetime. It shows that mobile MIMO has the least maximum energy consumptions and curves for the schemes that utilize multihop relaying to the static data sink (Relay Routing, Collection Tree and Clustered SISO/MIMO) climb much faster and higher than mobile MIMO scheme. When we increase the size of the network, network lifetime of these schemes would deteriorate because more relayed traffic needs to traverse the congested region near the data sink.

Here, we define data latency as the time duration for the data sink to gather all the sensing data in the field. For mobile schemes, data latency is equivalent to the time duration of a data collection tour which comprises of the moving time and data transmission time. The lower latency is achieved with clustered SISO/MIMO compared to Relay Routing or Collection Tree methods. This is because that nodes are organized into clusters and routing burden is decomposed into smaller tasks by different clusters. Relay routing has the highest latency because choosing node with the highest energy as the next hop may not lead to the shortest path. On the other hand, mobile SISO/MIMO has a little higher latency than clustered SISO/MIMO and Collection Tree methods due to SenCar’s moving time.

However, note that when $n > 300$, the latency of the Collection Tree method exceeds mobile SISO/MIMO and the slopes for multi-hop relaying to the static sink are much steeper than mobile SISO/MIMO. This is because that though mobility incurs extra moving time, single-hop transmissions for both data aggregation and uploading save time in routing significantly, whereas multi-hop traffic relay to the static sink may not scale well when the number of nodes increases. Finally, the advantage of mobile MIMO comparing to mobile SISO is observed by saving 20 percent time in total.
The cluster head is selected using the High Energy First clustering method which selects the node with highest energy as the cluster head. This increases the network lifetime. Initially the source and the destination nodes for data transmission are chosen and are set for the data transmission. The other nodes are held at the sleep mode which avoids the unwanted energy wastage.

IV. CONCLUSION

In this paper, we have studied the problem of energy efficiency data transmission in wireless sensor network and cluster based data aggregation methods. Four phases are consisting in the data aggregation method. Energy Efficiency based Clustering and Data Aggregation is divided network into a grid with unequal size, the grid further away from BS has bigger size and more nodes. Supporting this framework, a protocol victimization harmony search algorithmic rule (HSA), a music primarily based meta heuristic improvement methodology, is meant and enforced in real time for the WSNs. It is expected to attenuate the intra cluster distances between the cluster members and their cluster heads (CHs) and to optimize the energy distribution of the WSN and to match the performance of each existing and planned protocols.
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