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Abstract - Genetic algorithm is one of the most optimizing techniques used today. GA can use the raw fitness of population which can be used for evolution. In this paper we have just using the fitness scaling with genetic algorithm and just observe the output of simple GA and the output of GA with fitness scaling. Fitness scaling can covert the raw fitness of population into the fittest population. In this paper we can apply various types of fitness scaling with GA and try to analysis the results with each type of scaling. The main drawback of simple genetic algorithm is premature convergence but by applying fitness scaling this problem is somehow solved. Our main motive in this paper is just to analyze the difference between good result and best result. The results in this paper show a better diversity and accuracy by using proposed fitness scaling with genetic algorithm.
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I. INTRODUCTION

During the last thirty years, there has been the growth of interest in the field of evolutionary programming relies on the analogies based on natural processes. Genetic algorithms are one of the heuristic based optimization techniques. GA is a stochastic based searching algorithm which can helps to search in a large search space. It is a directed search which can be inspired by the biological evolution.

GA is an iterative process in which the new population is created by selecting the best chromosomes from previous “generation”. The selected chromosomes are recombined, crossover, mutated and then the new generation is created. The classical GA’s are just implemented over fixed length binary strings and only binary crossover and mutation is applied on them so they were not being the case of evolutionary programming and affected by premature convergence \cite{1}. But now a days, the GA is not just limited to binary values instead it can be applied over a huge area of research and computational problems (NP Complete) like TSP (Travelling salesman problem).

A. Evolutionary Programming:

The evolution program is nothing but just a probabilistic king of algorithm which can maintain the population of individuals likes:

\[ P(t) = \{w_1^t, w_2^t, \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldOTS
For each iteration (t), each solution \(w_i^t\) is evaluated to calculate their “fitness”. And by selecting the fit individuals the next population is created i.e. \((t+1)\). After that some genetic operators are applied on the selected population. Crossover and mutation are mostly used operators.

B. Crossover:
This is a process of interchanging the genes of two chromosomes. The main purpose of interchange is to get fitter chromosomes. The crossover point decides that from where to where the genes are replaced. These fitter chromosomes are then used for further evolution. The chromosomes are selected with the probability \(P_c\) whose value lies between 0 and 1. It can help to exploitation of search space.

C. Mutation:
Mutation alters one or more genes of chromosomes according to their mutation rate. The mutation can be done according to the mutation probability \(P_m\) ranges between 0-1. It also exploits the search space. It can play a vital role in ensuring genetic diversity in the whole population.

II. FITNESS FUNCTION
The fitness of an individual is just an objective function value of any GA. In multicriterion optimization the fitness function is much more complicated to understand. Here the difficulty lies in the way to identify that how one solution is better than another. The fitness function may be either a simple binomial function or a complex trigonometric function. But there is not any proper method how to define which one is better than another. It totally depends on the situation where a normal function gives better result than a complex one. So in short the fitness function can help to select the best suited individuals for the next generation [2].

A. Genetic Algorithm Table Before Applying Fitness Scaling Function:

<table>
<thead>
<tr>
<th>(G_i)</th>
<th>(S_i)</th>
<th>(A_i)</th>
<th>(M_i)</th>
<th>(M_{NI})</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>266.89</td>
<td>22.24</td>
<td>28.62</td>
<td>10.79</td>
</tr>
<tr>
<td>50</td>
<td>237.44</td>
<td>19.78</td>
<td>25.48</td>
<td>13.73</td>
</tr>
<tr>
<td>100</td>
<td>270.16</td>
<td>22.51</td>
<td>32.07</td>
<td>15.31</td>
</tr>
<tr>
<td>150</td>
<td>277.87</td>
<td>23.15</td>
<td>32.56</td>
<td>10.06</td>
</tr>
<tr>
<td>200</td>
<td>250.99</td>
<td>20.92</td>
<td>25.97</td>
<td>10.79</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(G_i)</th>
<th>(S_i)</th>
<th>(A_i)</th>
<th>(M_i)</th>
<th>(M_{NI})</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>340.29</td>
<td>22.69</td>
<td>32.31</td>
<td>17.21</td>
</tr>
<tr>
<td>50</td>
<td>331.49</td>
<td>22.09</td>
<td>27.29</td>
<td>13.04</td>
</tr>
<tr>
<td>100</td>
<td>313.78</td>
<td>20.89</td>
<td>26.25</td>
<td>16.34</td>
</tr>
<tr>
<td>150</td>
<td>315.61</td>
<td>21.04</td>
<td>31.18</td>
<td>13.82</td>
</tr>
<tr>
<td>200</td>
<td>346.17</td>
<td>23.08</td>
<td>36.31</td>
<td>13.82</td>
</tr>
</tbody>
</table>

\(P_c, C\): Population size, Chromosome size
\(G_i\): Number of generations
\(S_i\): Sum of fitness
\(A_i\): Average of fitness
\(M_i\): Maximum of fitness
\(M_{NI}\): Minimum of fitness

Here, in both the tables we can evaluate the sum, average, minimum and maximum fitness of simple genetic algorithm. For evaluating the results we can use the fix probabilities of crossover and mutation i.e. \(P_c\) and \(P_m(0.6, 0.01)\). Accordingly we get distinct number of crossover and mutation for every iteration. In this the genetic algorithm can generate the fitness values up to six decimal places but can round off them only up to two decimal places in our table.
III. FITNESS SCALING

The simple genetic algorithm when applied has a limitation of premature convergence which is somehow reduced by using fitness scaling. Fitness scaling is applicable at the initial stage of genetic algorithm which can help in the exploration of search space by selecting better kind of chromosomes from the whole set of population [2]. And conversely, at the later stage of evolution the fitness scaling can help to strengthen of selection pressure of chromosomes. The fitness scaling mainly converts the raw fitness of population retrieved by fitness function into the new scaled fitness which is suitable for the selection function [8].

Fitness function only differentiates between good result and best result but simple GA faces some problem in this procedure. So the fitness scaling can help to overcome these obstacles by scaling this fitness in the whole population there by modifying the fitness function [14].

There is various kind of fitness scaling functions. Some of them are:-

A. Linear scaling:
It is one of the most useful and simplest kinds of scaling. It can highly dependent on two constants a and b. The raw fitness \( f \) can be used for deriving the scaled fitness \( f' \) such that

\[
 f' = af + b \quad [8]
\]

Our main concern is that in all the cases-

\[
 f'_{\text{avg}} = f_{\text{avg}} \quad [3]
\]

So that the further selection procedure can participate in generation of offspring in next iteration.

Algorithm of linear fitness scaling

Algorithm Scalepop(pop, max, avg, min)
begin
Float a, b;
Prescale(max, avg, min, a, b);
For i = 1 to popsize
pop[i].scaled_fitness=a*pop[i].fitness+b;
end

Prescale(max, min, avg, a, b)//CALCULATE VALUE OF A,B
if(min>(avg*cmult-max)/(cmult-1.0))
{
    \( \varnothing = \text{max-avg} \);
    if(\( \varnothing < 0.00001 \))
    {
        a=1;b=0;
    }
    else
    {
        a=((cmult-1.0)*avg)/\( \varnothing \);
        b=avg*(max-cmult*avg)/\( \varnothing \);
    }
}
else
{
    \( \varnothing = \text{avg-min} \);
    if(\( \varnothing < 0.00001 \))
    {
        a=1;
        b=0;
    }
}
B. Power law scaling:
This scaling is firstly proposed by Gillies (1985). The power scaling can greatly enhance the performance of genetic algorithm. Here the \( f(z) \) can be described as-
\[
f(z) = z^\alpha
\]
In this \( \alpha \) is used as a constant and its best value is 1.005; but its other values also applicable as per complexity of problem criteria.

C. Exponent scaling:
This type of scaling is most widely used in robotics and is motivated by the analogy with simulated annealing. The exponential scaling is evaluated as-
\[
f(z) = \exp(-\beta z)
\]
[18]
In this \( \beta \) is used as constant and its value always \((\geq 0)\).

A. Genetic Algorithm Table After Applying Linear Fitness Scaling Functions:

<table>
<thead>
<tr>
<th>( G_i )</th>
<th>( S_i )</th>
<th>( A_i )</th>
<th>( M_i )</th>
<th>( MN_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>267.33</td>
<td>22.27</td>
<td>34.68</td>
<td>0.00</td>
</tr>
<tr>
<td>50</td>
<td>251.17</td>
<td>20.93</td>
<td>38.39</td>
<td>0.00</td>
</tr>
<tr>
<td>100</td>
<td>257.21</td>
<td>21.43</td>
<td>45.07</td>
<td>5.55</td>
</tr>
<tr>
<td>150</td>
<td>280.70</td>
<td>23.39</td>
<td>46.31</td>
<td>5.72</td>
</tr>
<tr>
<td>200</td>
<td>249.97</td>
<td>20.83</td>
<td>31.37</td>
<td>-0.00</td>
</tr>
</tbody>
</table>

TABLE 4
LINEAR FITNESS SCALING APPLYING IN GA WITH \((P_i,C_i)=(15,30)\)

<table>
<thead>
<tr>
<th>( G_i )</th>
<th>( S_i )</th>
<th>( A_i )</th>
<th>( M_i )</th>
<th>( MN_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>346.28</td>
<td>23.09</td>
<td>45.37</td>
<td>9.77</td>
</tr>
<tr>
<td>50</td>
<td>344.53</td>
<td>22.95</td>
<td>34.78</td>
<td>-0.00</td>
</tr>
<tr>
<td>100</td>
<td>311.37</td>
<td>20.76</td>
<td>41.78</td>
<td>3.17</td>
</tr>
<tr>
<td>150</td>
<td>304.71</td>
<td>20.31</td>
<td>42.08</td>
<td>6.06</td>
</tr>
<tr>
<td>200</td>
<td>351.04</td>
<td>23.09</td>
<td>42.15</td>
<td>6.92</td>
</tr>
</tbody>
</table>

In Tables 4, 5 we just apply the linear scaling over the same population and chromosome size. We can use same crossover and mutation probability but the results are more optimal as compared to simple GA.

B. Genetic Algorithm Table After Applying Power Fitness Scaling Functions:

<table>
<thead>
<tr>
<th>( G_i )</th>
<th>( S_i )</th>
<th>( A_i )</th>
<th>( M_i )</th>
<th>( MN_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>271.09</td>
<td>22.59</td>
<td>29.11</td>
<td>10.92</td>
</tr>
<tr>
<td>50</td>
<td>241.04</td>
<td>20.08</td>
<td>25.89</td>
<td>13.91</td>
</tr>
<tr>
<td>100</td>
<td>274.43</td>
<td>22.86</td>
<td>32.63</td>
<td>15.52</td>
</tr>
<tr>
<td>150</td>
<td>282.30</td>
<td>23.52</td>
<td>33.14</td>
<td>16.28</td>
</tr>
<tr>
<td>200</td>
<td>254.86</td>
<td>21.23</td>
<td>26.40</td>
<td>10.92</td>
</tr>
</tbody>
</table>
In Tables 5, 6 the same input set of values provide more efficient results as compare to linear scaling. If we compare table 5 and 6 when population and chromosome size will be 15, 30 then in linear scaling minimum fitness is 10 but in case of power scaling it will remains greater than 13.

In figure 1, show the output of variation in sum fitness of genetic algorithm using linear fitness scaling, power scaling and without any fitness scaling in GA. As we have seen in fig1.1, the power fitness scaling provides better outputs as compared to linear scaling and simple GA. In fig. 1, When the population size is 12 and chromosomes size is 23 than initially when the number of generations are less than the linear scaling gives better result but as the number if generations increases the power fitness scaling proves to be better than the linear fitness scaling.

### IV. CONCLUSION

In this paper we just apply linear and power fitness scaling algorithms on simple GA and try to analyze the resulting outputs according to the different size of population and chromosomes size. After doing a lot of research on the input parameters we can conclude that the power scaling provide more better fitness as compared to simple GA and linear scaling. But it is not always true because sometimes the linear scaling provides better outputs than power scaling according to the value of population and chromosomes size. In the resulting figure 1, we are able to see that the power scaling is better than linear scaling. By applying complex trigonometric function and larger size of population and chromosome size we can analyze the performance of GA and its premature convergence.
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