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Abstract—The main aim is to generate a frequent itemset. Big Data analytics is the process of examining big data to uncover hidden patterns. Association Rule Learning is a technique which is used to implement big data. It finds the frequent items in the dataset. Frequent itemsets are those items which occur frequently in the database. To find the frequent itemsets, we are using three algorithms APRIORI ALGORITHM, ECLAT ALGORITHM and FP-GROWTH ALGORITHM. The performance of these three algorithms is compared based on the Time efficiency. After the comparison, we conclude that APRIORI algorithm is the fastest algorithm for large dataset and FP-GROWTH algorithm is the fastest algorithm for small dataset. It takes less time to generate the frequent item-sets as compared to other algorithm, that is, ECLAT algorithm.
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I. INTRODUCTION

Big Data is the application of specialized techniques and technologies to process very large sets of data. These data sets are often so large and complex that it becomes difficult to process using on-hand database management tools. Examples include web logs, call records, medical records, military surveillance, photography archives, video archives and large-scale e-commerce.

Data Mining has long been an active area of research in databases. The day by day decreasing cost and compactness of storage devices has made it possible to store every transaction of a transactional database. This storage solves two problems first they can access the data any times second this data helps them to find relationship among data items. The term data mining or knowledge discovery in database has been adopted for a field of research dealing with the automatic discovery of implicit information or knowledge within the databases. The implicit information within databases, mainly the interesting association relationships among sets of objects that lead to association rules may disclose useful patterns for decision support, financial forecast, marketing policies, even medical diagnosis and many other applications.

Frequent item-sets play an essential role in many data mining tasks that try to find interesting patterns from databases such as association rules, correlations, sequences, classifiers, clusters and many more of which the mining of association rules is one of the most popular problems. The original motivation for searching association rules came from the need to analyze so called supermarket transaction data, that is, to examine
customer behavior in terms of the purchased products. Association rules describe how often items are purchased together.

**Association Rule Learning** has become particularly popular among marketers. In fact, an example of association rule mining is known as market basket analysis. The task is to find which items are frequently purchased together. This knowledge can be used by professionals to plan layouts and to place items that are frequently bought together in close proximity to each other, thus helping to improve the sales. Association rule learning involves the relationships between items in a data set. Association rule mining classifies a given transaction as a subset of the set of all possible items. Association rule mining finds out item sets which have minimum support and are represented in a relatively high number of transactions. These transactions are simply known as frequent item sets. The algorithms that use association rules are divided into two stages, the first is to find the frequent sets and the second is to use these frequent sets to generate the association rules.

**Apriori Algorithm** is one of the most important algorithm which is used to extract frequent item-sets from large database and get the association rule for discovering the knowledge. It basically requires two important things: minimum support and minimum confidence. First, we check whether the items are greater than or equal to the minimum support and we find the frequent item-sets respectively. Secondly, the minimum confidence constraint is used to form association rules.

**Eclat Algorithm** finds the elements from bottom like depth first search. Eclat algorithm is very simple algorithm to find the frequent item sets. This algorithm uses vertical database. It cannot use horizontal database. If there is any horizontal database, then we need to convert into vertical database. There is no need to scan the database again and again. Eclat algorithm scans the database only once. Support is counted in this algorithm. Confidence is not calculated in this algorithm.

One of the algorithms that does not use any candidates to discover the frequent patterns is the **FP-Growth (Frequent Pattern Growth)** algorithm proposed. The other main difference to the Apriori algorithm is the number of the database readings. While the Apriori is a level-wise algorithm, the FP-growth is a two-phase method. It reads the database only twice and stores the database in a form of a tree in the main memory. The algorithm works as follows. During the first database scan the number of occurrences of each item is determined and the infrequent ones are discarded. Then the frequent items are ordered descending their support. During the second database scan the transactions are read and the frequent items of them are inserted into a so-called FP-tree structure. In this way the database is pruned and is compressed into the memory. The aim of using FP-tree is to store the transactions in such a way that discovering the patterns can be achieved efficiently.

**II. Problem Definition**

The problem consists of finding associations between items or item-sets in transactional data. The data could be retail sales in the form of customer transactions or any collection of sets of observations. Formally, the problem is stated as follows:

Let \( I = \{ i_1, i_2, \ldots, i_m \} \) be a set of literals, called items where ‘m’ is considered the dimensionality of the problem. Let \( D \) be a set of transactions, where each transaction \( T \) is a set of items such that \( T \subseteq I \). A unique identifier \( TID \) is given to each transaction. A transaction \( T \) is said to contain \( X \), a set of items in \( I \), if \( X \subseteq T \). An association rule is an implication of the form \( \text{"if } X \Rightarrow Y \text{"} \), where \( X \subseteq I \), \( Y \subseteq I \), and \( X \cap Y = \emptyset \). An item-set \( X \) is said to be large or frequent if its support is greater or equal than a given minimum support threshold (\( \sigma \)). The rule \( X \Rightarrow Y \) has a support (\( s \)) in the transaction set \( D \) if \( s \% \) of the transactions in \( D \) contains \( X \cup Y \). In other words, the support of the rule is the probability that \( X \) and \( Y \) hold together among all the possible presented cases.

The problem of discovering all association rules from a set of transactions \( D \) consists of generating the rules that have a support greater than a given threshold. These rules are called strong rules. This association-mining task can be broken into two steps:

A. A step for finding all frequent \( k \) -item-sets known for its extreme I/O scan expense, and the massive computational costs, and

B. A straightforward step for generating strong rules. In this paper, we are mainly interested in the first step.

**III. Algorithms Description and Work Flow**

The Apriori, FP-Growth and Eclat algorithms are described with their work flows below

A. **Apriori Algorithm**

Apriori principle: “If an item set is frequent, then all of its subsets must be frequent.”

Apriori is designed to operate on databases containing transactions. The Apriori principle gives the advantage as it reduce the number of items being considered by only exploring the item sets whose support count is greater than the minimum support count.
This algorithm needs to perform two basic steps, which are:

1. **Join** - self-join with previous frequent \( L_{k-1} \) item-set and create new candidate \( C_{k+1} \) item-set.
2. **Prune** - filter from the current candidate item-set whose subset is not frequent in previous step.

### Working of Apriori Algorithm

1. Scan the entire database and find out the Candidate 1-item-set (\( C_1 \)) along with occurrence count i.e., number of times each item has appeared in the database.
2. Apply Pruning on (\( C_1 \)).
3. Frequent-1-item-set (\( L_1 \)) is determined based on their frequency from Candidate 1-item-set (\( C_1 \)) after pruning.
4. Then this frequent-1-item-set (\( L_1 \)) is used to form candidate-2-item-set (\( C_2 \)).
5. This candidate-2-item-set (\( C_2 \)) is used to determine frequent-2-item-set (\( L_2 \)).
6. Repeat step 2 to 5 until \( C_k \) is null.

#### Working of FP-Growth Algorithm

FP stands for frequent pattern. FP-Tree frequent pattern analysis is used in the development of association rule learning. It allows frequent itemset discovery without candidate itemset generation.

The FP-growth algorithm can be divided into two phases: the construction of FP-Tree and mining frequent patterns from FP-Tree. The construction of FP-Tree requires two scans on database. The first scan selects frequent items which are then sorted by frequency in descending order to form F-list. The second scan constructs FP-Tree.

First, the transactions are reordered according to F-list, with non-frequent items removed. Then reordered transactions are inserted into FP-Tree. Input of FP-Growth is FP-Tree and the minimum support count. FP-Growth traverses nodes in the FP-Tree from the least frequent item in F-list. While visiting each node, FP-Growth collects items on the path from the node to the root of the tree. Those items form the so-called conditional pattern base of that item.

The conditional pattern base is a small database of patterns which co-occur with the item. Then FP-Growth creates small FP-Tree from the conditional pattern base and executes FP-Growth on the FP-Tree. The process is recursively iterated until no conditional pattern base can be generated.

### Working of FP Growth

**Step 1:**
- a. Build a compact data structure called the FP tree.
- b. Built using two passes over the dataset.

**Step 2:**
- Extract frequent itemsets directly from the FP tree.
FP tree is constructed in two passes:-

Pass 1:
1. Scan the database and find the support of each item.
2. Discard infrequent items.
3. Sort frequent items in decreasing order based on their frequency.
4. Use this order when building the FP tree, so common prefixes can be shared.

Pass 2:
1. Nodes correspond to items and have a counter.
2. Create the root of the tree labelled as null.
3. FP growth reads one transactions at a time and maps it to path.
4. Fixed order is used, so path can overlap when transactions share items.
5. Pointers are maintained between nodes containing the same item creating singly linked list.
6. The frequent items are extracted from the FP tree.

Algorithm for Growth

```
procedure FPgrowth(Tree, ∞)
If Tree contains a single path P then
    for each β = comb. of nodes in P do
        pattern = β ∪ α
        sup = min(sup of the nodes in β )
    else
        for each a₁ in the header of Tree do
            generate pattern = β ∪ α
            sup = a₁.support
            construct β ’ s conditional pattern base
            FPtree = construct β ’ s conditional FP-tree
            If FPtree ≠ 0 then
                FPgrowth(FPtree, β)
```

C. Elact Algorithm

Elact algorithm reduces the access time. It finds the elements from bottom like depth first search. It is very simple algorithm to find the frequent item sets. This algorithm uses vertical database. It cannot use horizontal database. If there is any horizontal database, then we need to convert into vertical database. There is no need to scan the database again and again. Elact algorithm scans the database only once. Support is counted in this algorithm. Confidence is not calculated in this algorithm. Elact algorithm follows Apriori principle, which states that:

“If an itemset is frequent, then all of its subsets must be frequent.”

This algorithm also needs to perform two basic steps, which are:

1. Join - self join with previous frequent Lₖ₋₁ itemset and create new candidate Cₖ+₁ itemset.
2. Prune - filter from the current candidate itemset whose subset is not frequent in previous step.

Working of Elact Algorithm

1. Transform the horizontally formatted data to the vertical format by scanning the database once.
2. Get TID list for each item, the support count of an itemset is the length of the TID set of the itemset.
3. The frequent k- itemsets can be used to construct the candidate (k+1)-itemsets.
4. This process repeats, with k incremented by 1 each time, until no frequent items or no candidate itemsets can be found.


D. Comparison and Result analysis

The comparison of three algorithms of Association Rule Mining is done based on time efficiency. The comparison has been done on Apriori, FP-Growth and Eclat algorithm based on Time Efficiency. The best algorithm takes less time to generate the frequent item-set.

Based on the time taken to generate the frequent item-sets, we found that the execution time decreases as the minimum support increases. The overall goal of the frequent item set mining process helps to form the association rules for further use.

a. Comparison based on time efficiency

By comparing the three algorithms based on time efficiency, we found that FP-Growth takes less time to generate the frequent item-sets.

Therefore, FP-Growth algorithm is the best algorithm to generate the frequent item-sets for smaller dataset.

![Fig-1 Comparison based on time efficiency](image-url)
b. Comparison taking larger dataset as input

When we executed the three algorithms taking larger dataset as input, we found that, Apriori takes least time to generate the frequent item-set.

Therefore, we conclude that Apriori algorithm works faster on larger dataset whereas FP-Growth algorithm is more efficient for smaller dataset whereas Eclat algorithm takes almost same time to generate the frequent item-sets for both smaller and larger data-set.

IV. CONCLUSIONS AND FUTURE ENHANCEMENT

A. Conclusion

Here the three algorithms are compared to check for its efficiency. The algorithms are systemized and their performance is analyzed based on runtime and theoretical considerations. Despite the identified fundamental differences concerning employed strategies, runtime shown by algorithms is almost similar. The comparison shows that the Eclat algorithm outperforms the other two algorithms based on performance and time efficiency. We can make this claim based on the results of the graph generated on the online dataset.

It is also identified that the execution time decreases with increase in support. The above algorithms can be used in other domains to bring out interestingness among the data present in the repository. Association rules produced by these three algorithms can be combined to form efficient algorithms for better results for any real life application. Algorithms can also be combined to for an efficient algorithm.

B. Future Enhancement

ECLAT ALGORITHM

Improvement of Eclat Algorithm Based On Support In Frequent Itemset Mining

The new Bi-Eclat [19] algorithm sorted on support: Items sort in descending order according to the frequencies in transaction cache while itemsets use ascending order of support during support count. Compared with traditional Eclat algorithm, the results of experiments show that the Bi-Eclat algorithm gains better performance on several public databases given. Furthermore, the Bi-Eclat algorithm is applied in analyzing combination principles of prescriptions for Hepatitis B in Traditional Chinese Medicine, which shows its efficiency and effectiveness in practical usefulness.

APRIORI ALGORITHM

1. Organized Transaction Selection Approach

In this method the bottom-up approach is replaced by organized transaction selection approach. This algorithm uses organized transaction selection approach[10], where in the rules are generated by picking up the transactions according to the highest order first basis and hence avoiding generation of un-necessary patterns that are not a part of the original database
2. Apriori-Growth Algorithm

A new algorithm based on Apriori and the FP-tree structure is presented, which is called Apriori-Growth [11]. This method only scans the data set twice and builds FP-tree once while it still needs to generate candidate itemsets. The Apriori-Growth mainly includes two steps. First, the data set is scanned one time to find out the frequent 1 itemsets. Then the data set is scanned again to build an FP-tree. At last, the built FP-tree is mined by Apriori-Growth instead of FP-Growth.

3. Apriori Algorithm Based On Infrequent Count

The proposed method [12] reduces CPU computation time by reducing transaction scan. The Concept infrequent count is based on minimum threshold support and 2-way searching to reduce execution time during scanning of transaction is introduced in proposed method. There exist several data mining algorithms for finding association rules but one of the candidate generation algorithms named Apriori algorithm is considered for the proposed work.

4. Efficient Way To Find Frequent Pattern Using Dynamic Programming Approach

In this paper [13], the improved candidate 1-itemsets generation and candidate 2-itemsets generation from traditional technique has been described. This algorithm utilizes the dynamic programming approach to facilitate fast candidate itemset generation and searching. The result of this algorithm is compared with the previous approach that optimizes the database scans and eliminates duplicate candidate itemset generation.

FP-GROWTH ALGORITHM

1. Web Usage Mining Using Improved Frequent Pattern Tree Algorithms

The aim of the proposed system [14] is to recognize usage pattern from web monitor files of a website. Apriori and FP Tree Algorithm is used for this. Both are prominent algorithms for mining frequent item sets for Boolean association rules. In computer science and data mining, Apriori is a typical algorithm for understand association rules [15]. Apriori Algorithm follows "bottom-up" technique, used to design to operate on databases containing transactions.

2. Incremental FP-Growth Mining Strategy For Dynamic Threshold Value And Database Based On MapReduce

The paper [16] presents a parallelized incremental FP-Growth mining strategy based on MapReduce, which aims to process large-scale data. The proposed incremental algorithm realizes effective data mining when threshold value and original database change at the same time. This novel algorithm is implemented on Hadoop and shows great advantages according to the experiment I results.

3. Balanced Parallel FP-Growth With MapReduce

In this paper [17], we propose a balanced parallel FP-Growth algorithm BPFP, based on the PFP algorithm, which parallelizes FP-Growth in the MapReduce approach. BPFP adds into PFP load balance feature, which improves parallelization and thereby improves performance. Through empirical study, BPFP outperformed the PFP[18] which uses some simple grouping strategy.
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