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Abstract—Radio fingerprinting is the process which identifies a cellular phone / other radio transmitter by the unique "fingerprint" which characterizes the signal transmission. Location fingerprinting determines receiver position with the help of database of RSS measurements from different sources. Location fingerprinting a positioning method that explores existing infrastructures e.g. cellular networks or WLANs. Dynamic Clustering technique to compress the radio database in the context of cellular fingerprinting systems has been proposed. The aim of the dynamic clustering technique is to reduce transmission load and computation cost in the mobile-based implementations. The presented method may be called Dynamic Block-based Weighted Clustering (DBWC) technique, which overcomes the issue of BWC that is it requires fix number of cluster which is not feasible in dynamic environment. DBWC is applied in a location-radio signal space, and assigns different weight factors to the location and radio components. The main idea of this work is to propose a dynamic clustering technique well-tailored to the structure of the radio database in a fingerprinting system. Here, we tend to outline the idea of feature types in association with database records. The obtained result confirms the efficiency of DBWC.
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I. INTRODUCTION

As the need to use wireless networks for monitoring many real time conditions is continuously increasing, such networks presents many challenges to researchers [1]. The concept of localization fingerprinting is resulted into many research problems because localization helps in many wireless network applications for estimating the current position of node in wireless networks. This estimated position of node may be relative or absolute.

In the literature there are many methods presented by various researchers with aim of energy efficiency for the location fingerprinting in wireless networks. Some methods for the node localization are based on global positioning system means GPS. But later many researchers addressed limitations over this approach...
for estimating the node location. While outdoor localization is almost exclusively performed using the Global Positioning System (GPS), indoor location systems have successfully employed a variety of technologies. However this method can also result in inefficient energy consumption.

Location fingerprinting exploits the existing infrastructures like cellular networks or WLANs. The demand for energy efficient networks and the issues like green networking, clustering technique has been proposed to compress the radio database. The aim of the proposed system is to reduce the transmission load and computation cost in the mobile-based implementations. The presented method is called as Dynamic Block-based Weighted Clustering (DBWC) technique, applied in a Location-radio signal space, which assigns different weight factors to the location and radio components. The obtained results confirm the efficiency of the DBWC technique.

An ultimate aim of mobile positioning research is to find a method providing high estimation accuracy to the user within minimum delay and at minimum cost.

To estimate the location of mobile stations (MS) in cellular networks, signal information obtained by an MS is stored in the form of fingerprints in training phase. Difference between the measurement taken at location phase, and the database fingerprints is calculated and Database fingerprints with minimum difference are selected as the nearest fingerprints for the location to be estimated.

A clustering technique is proposed to compress the radio database in the context of mobile based fingerprinting systems. The goal is to minimize the computation cost and to improve the terminal autonomy, with an acceptable positioning accuracy w.r.t. a non-compressed database. To do this, a Block-based Weighted Clustering method is proposed. The BWC technique is applied in a concatenated radio-signal and location space, and assigns different weight factors to the location and radio components. According to the results, we see that the BWC technique improves the performance of standard clustering methods introduced in [12]. The achieved positioning accuracy is shown to be competitive to that of a non-compressed database.

Clustering technique outperforms other existing compression methods, while it requires a notably lower computational cost and transmission load. Issue which remains as an open area here is the choice of an optimum number of clusters M. All the clustering algorithms in this work need to fix the number of clusters in advance.

We propose Dynamic Block-based Weighted Clustering (DBWC) to overcome above stated issue. Our work is unique in introducing dynamic clustering of radio map locations as an approach to reduce the computational requirements of the location determination techniques and increase the scalability of the system.

II. BACKGROUND

a) Location Fingerprinting:

Location Fingerprinting works in two phases, First training phase, in which radio map is constructed over the area of interest. During the localization phase, by matching mobile terminals received signal to the radio map entries a mobile terminal is localized. The stored signal information in the radio map may be the signal time delay, Received Signal Strength (RSS), channel impulse response or any other location-dependent information.

b) Database Compression:

The size of the radio database is an influential factor in regards to issues such as transmission loads and computation. Suggested approach for database compression is to reduce the dimension of the radio feature space [8], [9], and [10].
c) Block –Based Weighted Clustering (BWC) :
Block-based Weighted Clustering (BWC) scheme imposes equal weights to blocks of Components belonging to the same feature type, in the clustering cost function; these assigned weight factors are optimized during the clustering process. The BWC technique improves the performance of standard clustering methods mentioned in [12]. The BWC outperforms other existing compression methods, as it requires a notably lower transmission load and computational cost.

D) Drawbacks of Previous Work
Issue which remains as an open area here is the choice of an optimum number of clusters M. All the clustering algorithms in this work need to fix the number of clusters in advance, which also may not be feasible for dynamic environment.

III. PROBLEM DEFINITION

There are different methods for location fingerprinting based on different techniques with different aims and goals to achieve, however on the other side they having their limitations. In recent time new method was presented in [1], efficient method in which clustering technique is proposed to compress the radio database in the context of mobile based fingerprinting systems. The main goal of this method was to reduce the computation cost and hence to improve the terminal autonomy, with acceptable positioning accuracy with respect to a non-compressed database. But this method is having some limitations such as clustering algorithm used here not guarantee to find the global minimum of the Objective function. Another limitation is the choice of number of clusters. Currently all clustering algorithms requires fixed number of clusters in advance which may not be efficient technique for dynamic wireless networks.

IV. PROPOSED ARCHITECTURE AND DESIGN

In this project firstly we are presenting clustering technique for radio database compression, which takes into account location and the radio components of the recorded measurements for investigation. The main idea of this work is to propose a clustering algorithm well-tailored to the structure of the radio database in a fingerprinting system. We define the concept of feature types association with database records. All the stored parameters in a record that belong to the same nature is defined as feature types. Based on this, a Block-based Weighted Clustering (BWC) technique is proposed, which imposes equal weights to blocks of components belonging to the same feature type, in the clustering cost function; In this project we are presenting new clustering method which is dynamically works for radio database compression and location fingerprinting. Dynamic clustering approach is presented method to improve the performance of investigating method. Fig. 1 shows the proposed architecture.
Concept and Notations

Radio database R is a set of records. A record is a vector \( r = [x; s] \) where \( X \) belongs to geographical position and \( S \) belongs to measurement vector in radio space, which describes radio signal at location \( X \). Feature type is defined as all the stored parameters in a record that belong to the same nature. Two different feature types in each record: Location feature type and a single Radio Access Technology (RAT) RSS feature. By applying a clustering algorithm during the training phase, the initial database could be divided into \( M (M < N) \) subsets. \( N \) is set of data points.

Clustered algorithm:
Input: {Records Containing X, Y location and RSS measurement}

Step 1: Estimating no. of clusters
Assume the data have been clustered via any technique, such as k-means, into \( k \) clusters. For each datum \( \hat{i} \), let \( a(i) \) be the average dissimilarity of \( \hat{i} \) with all other data within the same cluster. Any measure of dissimilarity can be used but distance measures are the most common.

We can interpret \( a(i) \) as how well \( \hat{i} \) is assigned to its cluster (the smaller the value, the better the assignment). We then define the average dissimilarity of point \( \hat{i} \) to a cluster \( c \) as the average of the distance from \( \hat{i} \) to points in \( c \).

Let \( b(i) \) be the lowest average dissimilarity of \( \hat{i} \) to any other cluster which \( \hat{i} \) is not a member. The cluster with this lowest average dissimilarity is said to be the "neighbouring cluster" of \( \hat{i} \) because it is the next best fit cluster for point \( \hat{i} \). We now define:

\[
s(i) = \frac{b(i) - a(i)}{\max\{a(i), b(i)\}}
\]

Which can be written as:

\[
s(i) = \begin{cases} 
1 - a(i)/b(i), & \text{if } a(i) < b(i) \\
0, & \text{if } a(i) = b(i) \\
b(i)/a(i) - 1, & \text{if } a(i) > b(i)
\end{cases}
\]

From the above definition it is clear that

\(-1 \leq s(i) \leq 1\)
For \( s(i) \) to be close to 1 we require \( a(i) \ll b(i) \). As \( a(i) \) is a measure of how dissimilar \( i \) is to its own cluster, a small value means it is well matched. Furthermore, a large \( b(i) \) implies that \( i \) is badly matched to its neighbouring cluster. Thus an \( s(i) \) close to one means that the datum is appropriately clustered. If \( s(i) \) is close to negative one, then by the same logic we see that \( i \) would be more appropriate if it was clustered in its neighbouring cluster. An \( s(i) \) near zero means that the datum is on the border of two natural clusters.

The average \( s(i) \) over all data of a cluster is a measure of how tightly grouped all the data in the cluster are. Thus the average \( s(i) \) over all data of the entire dataset is a measure of how appropriately the data has been clustered. If there are too many or too few clusters, as may occur when a poor choice of \( k \) is used in the \( k \)-means algorithm, some of the clusters will typically display much narrower silhouettes than the rest. Thus silhouette plots and averages may be used to determine the natural number of clusters within a dataset.

Step 2: foreach (document \( d_i \) in document collection \( d_c \), \( d \in d_c \))
   If (\( d_i \) is in list)
      Break;
   For (document \( d_j = i + 1 \))
      Foreach (word \( w_i \) in \( d_i \), \( w \in d_i \))
         If (\( w_i \).equal(\( w_j \) in \( d_j \)))
            Count++;
      End foreach
      If count > Threshold value
         Form cluster of \( (d_i, d_i + 1) \)
         Store clusters in \( d_i \{d_i, d_i + 1\} \)
         Add to list(\( d_i, d_i + 1 \))
      End if
   End for loop;
End foreach

Output: {Dynamic clustered data}

The above algorithm is works same for BWC but the only difference is number of clusters that is the value of \( M \) is fix in BWC where as in DBWC is dynamic depend on location of access points and RSS fields mentioned in initial database. DBWC considers the added and removed access points during localization phase. A clustering technique can reduce notably the transmission load and computation cost in location fingerprinting systems.

BWC and DBWC technique: here, the clustered database is transferred to the terminal. Simply, we have

\[ b_{Tot} = M(DGbG + DRbR) \]

Where
\( b_G \) is the number of bits required to code a single geographical coordinate
\( b_R \) is the average number of bits required to code a single radio parameter
\( b_{Tot} \) is the total number of bits required to code the database.
\( M \) is number of clusters, For BWC it’s fixed and for DBWC it’s dynamic.
Fig. 2 shows Radio Map.

Fig. 3 shows compression index for non-compressed data, compressed data with BWC and DBWC.

V. CONCLUSION AND FUTURE WORKS

In this paper, a clustering technique is proposed to compress the radio database in the context of mobile based fingerprinting systems. The goal is to minimize the computation cost and improve the terminal autonomy, with an acceptable positioning accuracy w.r.t. a non-compressed database. To do this, a Dynamic Block-based Weighted Clustering (DBWC) method has been proposed. The obtained results confirm the efficiency of the DBWC technique, and it shows the improvement in the performance of standard k-means and hierarchical clustering methods and BWC. The achieved positioning accuracy is shown to be competitive to that of a non-compressed database. Moreover, the proposed clustering technique outperforms other existing compression methods, while it requires a lower transmission load and
computational cost. In the future, we will extend the proposed clustering technique to apply it in applications, as radio network planning.
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