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Abstract

Mobile ad hoc Networks (MANETs) are formed dynamically by a set of nodes that are connected by wireless communication links. Since the nodes in a network of this kind can serve as router sand hosts, they can forward packets on be-half of other nodes and run user applications. MANETs is getting larger and large. Therefore, routing is one of the challenges issues in MANETs. An efficient Scalable Routing in Mobile Ad Hoc Networks will be described in this paper.

1. Introduction:

Mobile ad hoc networks (MANETs) consist of a set of wireless mobile nodes in order to exchange information without depending on a fixed base station. Wireless networks [1] consist of a number of nodes which communicate with each other over a wireless channel which have various types of networks: sensor network, ad hoc mobile networks, cellular networks and satellite networks. In Latin, Ad hoc means "for this purpose". So, Ad hoc networks are created for special purpose with no access points as an infrastructure included in them. An efficient routing approach in mobile ad hoc networks will be described in this paper. Mobile ad hoc networks (MANETs) [2] " represent complex distributed systems that comprise wireless mobile nodes that can freely and dynamically self-organize into arbitrary and temporary, ‘ad-hoc’ network topologies, allowing people and devices to seamlessly internetwork in areas with no pre-existing communication infrastructure, e.g., disaster recovery environments”. Ad hoc networks are handy when there is a need to transfer data among different devices in an environment and there is no network infrastructure is setup in this environment. Ad hoc networks do not have fixed infrastructure such as wired networks. As a result, they do not have base stations, or switching centers. The nodes in the ad hoc network communicate directly with those nodes that they are within their radio range. Mobile nodes that are within each other’s radio range.
communicate directly via wireless links, while those that are far apart rely on other nodes to relay messages as routers [3]. Each node in mobile ad hoc network acting as both a host and a router moves arbitrarily and communicate with others via multiple wireless links [4]. Many researches on multicast routing protocols in MANETs have been done. In [5], the authors classify multicast routing protocols into tree-based, mesh-based, stateless, hybrid-based and flooding protocols. The mobile ad hoc network has the following typical features [6]:

- Unreliability of wireless links between nodes.
- Continuous change in the topologies.
- Lack of security because of the different network setup.

An efficient scalable routing approach in mobile ad hoc networks will be described in this paper.

The rest of the paper is organized as follows: The related work is described in section 2. The proposed scalable routing protocol is presented in section 3. Conclusion is described in section 4.

2. Related Work

Routing protocols in mobile ad hoc networks are categorized into two categories:

- Proactive protocols in which each node maintains the information of each other node in the network by using tables (eg. OLSR). When there is a change, all nodes update their tables [9]. Update messages are periodically or whenever there is a change of the topology of the network [10, 11, 12]. Other examples on proactive protocols are: DSDV [13], DBF [14], WRP [15].

- Reactive protocols (on demand) in which the maintenance of the routes does not exist (eg. AODV). Instead, routes are created when they are needed [16, 17]. Other examples on reactive protocols are: DSR [18], TORA [19].

2.1 AODV (AD HOC ON DEMAND DISTANCE VECTOR) ROUTING PROTOCOL.

It is variation of DSDV. It is designed for use in ad hoc mobile networks. It is an on-demand routing protocol. It creates the routes only when they are needed. It uses traditional tables, one entry per destination, and sequence numbers to determine whether routing information is up-to-date and to prevent routing loops [7, 8]. One of the important features of the AODV is the maintenance of the time-based states of the routes. It maintains the time-based states in each node: a routing-entry not recently used is expired. In case of a route is broken the neighbor scan be notified. Another important feature of the AODV is the combination of all broadcasting communication methods. AODV can provide unicast, multicast, and broadcast all together.
2.2 DSDV (DESTINATION SEQUENCED DISTANCE VECTOR) PROTOCOL
It is well known table driven protocol, based on Bellman-Ford routing mechanism. The major points in it are:- Freedom from loops in routing table. Some other characteristics are more dynamic and less convergence time. Each node maintains a routing table which contains a list of all possible destination nodes within the network along with the no. of hops required to reach to particular node. Each entry of the table marked with a sequence number assigned by the destination node which identifies stale routes, thus avoids formation of loops. Every node keeps a route table <Destination-address, Metric, Sequence-no.> for every possible destination. It is non-scalable [20].

2.3 DSR (DYNAMIC SOURCE ROUTING) PROTOCOL
It is based on the theory of source-based routing. It is source initiated rather than hop-by-hop. This protocol is divided into two essential parts:-

1. Route Discovery.
2. Route Maintenance.

In this, every node possess route cache to store recently discovered path. When a node desires to start transmission of packets, it first checks its entry in the cache. If it is present there, then it uses that path to transmit and also its source address is attached to packet. If it is not there or entry is expired, then the source broadcasts route request packet to all its neighbors asking for a path to destination [1] [3] [6]. Suppose in e.g. Node S wants to send a packet to node D, but does not know route to D. So, node S initiates a route discovery. It floods RREQ to its neighbors. Each node appends its own identifier (address) when forwarding RREQ. As the route request packet arrives to any of the node, they checks from their neighbors or their caches about asked destination. If route information is known, they sent back RREP packet to source otherwise they broadcasts RREQ packet to its neighbors. On discovery of route, the data packets are sent from source to destination. Also an entry in the cache is made for future use. Destination d on receiving the first RREP sends route reply. RREP is sent on the route obtained by reversing the RREQ [20].

2.4 TORA (TEMPORALLY ORDERED ROUTING ALGORITHM)
The theory behind this is that it decouples the generation of potentially far-reaching control message propagation from the rate of topology changes.

The basic steps of this protocol are:-
1. Creating Routes.
3. Erasing Routes.

All the links in a network is represented as the nodes of undirected graph. Each node maintains a “Metric”. This metric assigns the direction to links with each neighbor. Routes can be created in Reactive or Proactive mode. The route maintenance is performed only for routers that have a non-null height. Reaction to link failure is
initiated only when the node loses its last downstream link. In this protocol, the no. of nodes participating in failure action is minimum [20].

2.5 Rout Discovery
When a node needs to send a packet to a destination to which it does not have a routing entry, it broadcasts a route request (RREQ) packet. To prevent unnecessary broadcasts of RREQs the source node uses an expanding ring search. In an expanding ring search, the source node initially uses a time-to-live (TTL)-Start in the RREQ packet IP header and sets a timeout for receiving a reply (RREP). Upon timeout the source retransmits a RREQ with TTL incremented by TTL-increment. This continues until TTL reaches a specified maximum. The source will retransmit the RREQ with the highest TTL if it does not receive any reply within the timeout period. A node receiving a RREQ establishes a reverse path to the RREQ source in its routing table, and either replies to the RREQ if it already has an entry for the destination or forwards the RREQ. Eventually the RREQ reaches the destination and it sends a reply (RREP). Nodes receiving a RREP set up a path to the destination and, in this way, desirable routes are discovered [21].

2.6 Rout Maintenance
An existing routing entry may be invalidated if it is unused within a specified time interval, or if the next hop node is no longer reachable. In these cases, an invalidation notice is propagated to neighbors that have used this node as the next hop. Each time a route is used to forward a data packet, its route expiry time is updated. When a node detects that a route to a neighbor is no longer valid, it removes the invalid entry and sends a route error message to the neighbors that are using the route. The nodes receiving route error messages repeat this procedure. Finally, the source requests a new route if a route is still needed to that destination [21].

3. The Proposed Routing Protocol

A Doubly Linked List is used to maintain the rout between the source and the destination. All intermediate nodes can be source and destination at any specific time. Building the doubly linked list goes through four steps. First: a route request is initiated (RREQ); second: Broadcast the transmission of the RREQ; third: reverse path setup; fourth: a doubly linked list is setup. The following figures show these steps.
Step 1: Figure 1: RREQ for D from A

Step 2: Figure 2: Broadcast the transmission
Step 3: Figure 3: Reverse path setup

Step 4: Figure 4: Building the doubly linked list

Each node maintains a pair of pointers. One pointer (next) points to the successor node in the path, and the other pointer (previous) points to the predecessor node in the path except for the source and the destination. The previous of the source points to the source and the next of the destination points to nil. By doing this; first: in case of any failure, it will be very easy to rebuild the path; second: there is no need to maintain the entire path at each node. Each node will only maintain the previous and the next nodes. This makes the search and the update faster especially in paths with large number of nodes which leads to an enhancement in the performance.

4. CONCLUSION

In this paper we introduced a new Efficient Scalable Routing Algorithm in Mobile Ad Hoc Networks by using a doubly linked list to keep the information about the nodes that are in the rout. No long time is required when there is a need for updating the path due to a node failure. Also, by using a doubly linked list, a node only maintains its successor and predecessor nodes. This will reduce the search time and will lead to performance enhancement.
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