Abstract: Outliers are the data objects that clearly differ in their behavior from the normal data. Outlier detection mainly aims at finding these data objects. Outlier detection has become the major area of research in data mining. This plays a crucial role in data mining. Most of the methods used for outlier detection, consider the positive data and their behavior, and then the data violating the behavior are termed as outliers. Most of the time the data may be corrupted making it difficult to identify the data clearly. To handle this problem the paper provides an approach to improve the classification efficiency by generating the likelihood value for each data in the dataset. The kernel K-means clustering is used to compute the likelihood value which defines the membership value towards each class. The data with the value is subjected to classifier thus improving the accuracy in outlier detection.
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I. INTRODUCTION

The snappy growth in information technology results in huge database. These databases become difficult to handle manually. Hence automation is required for these databases. With the growth in size of database, the unnecessary data also increase. This causes a tedious job to search the required information. The data mining plays a crucial role in these areas. The data mining not only fetches the required information but can also be used to find the relation between the data. While mining the required data or extracting the positive samples, some uncertain data are also detected. These data are outliers. They neither are positive nor are they negative samples. Outliers are the data objects the significantly differ from normal or positive data [1], [2]. A proper and well known definition of outlier is given in [3]. These suspicious data can be harmful sometimes. They can be intended actions and hence need to be checked. Outlier detection thus becomes essential in data mining. Numerous outlier detection methods have been proposed [3], [4], [5], [9], [10] each with their advantage and disadvantages. Outlier detections are used in many areas like intrusion detection, fraud detection, health science, fault detection in systems, military surveillance and many more. Majority of the methods used for outlier detection mainly construct the model by considering the behaviour of positive samples. These methods are then used to detect the outliers as the data that fails to behave as defined.
Sometimes with huge database it may be possible that data is corrupted due to noise or some other condition. This may cause the data to be mislabelled; the positive data may behave as outlier. This makes the classification difficult. Further more if the data is linearly inseparable then special functions are used to separate them.

A. Linear and Non linear data

Linearly separable data are the data objects in the dataset which can be easily separated with the help of Euclidean distance.

B. K-means

Clustering is the most important operation in data mining[6]. Clustering can be done by many methods[7]: partitioning methods, grid based methods, hierarchical method, model based methods, density based methods and many more. K-means is a clustering algorithm which follows the partitioning method used in data mining. This method works by computing the Euclidean distance between each point in the dataset and forming K clusters. It works as follows.
In the figure the distance between point 1 and point 2 is calculated and a perpendicular bisector is found. Similarly between point 2 and point 3, and point 3 and point 1. The perpendicular bisectors form the cluster space. The points falling in region 1 with minimum Euclidian distance between the point and point 1 fall into the cluster 1. Similarly cluster 2 and cluster 3. Thus clusters are established.

II. OUR APPROACH

Our work mainly aims at improving the efficiency of outlier detection. The Support Vector Data Description (SVDD)[8] is most commonly used algorithm for outlier detection. The algorithm is a variant of one class SVM mainly aims at constructing the hyper sphere of radius R given by

\[ R^2 + \frac{1}{\mu n} \sum_{i=1}^{n} \xi_i \]

Such that \[ ||\phi(i) - b||^2 \leq R^2 + \xi_i \]

Where ‘R’ is the radius of the sphere ‘b’ is the centre of the sphere \( \frac{1}{\mu n} \) is the constant (sometimes referred as C in the paper) \( \xi_i \) are the slack variables with values \( \geq 0 \)

The SVDD is utmost effective in converting the input data into feature space and detect the outliers. But this SVDD is sensitive to noise in the input data. Many research have been done to handle this problem and to boost the performance of SVDD. Due to presence of noise, data may be misclassified that is sometimes the positive data may be detected as outlier. To handle this many methods have been proposed. Our work mainly aims at this problem. Before the data is classified the likelihood value is generated for each data in the data set [11]. This likelihood value decides its degree of wiliness towards positive or negative class. With the help of this value and SVDD data is classified as positive or outlier and hence improving the performance of classification. To generate the likelihood value Kernel k-means clustering is used. The basic idea is to form n number of small clusters were the data in the same cluster are similar to each other. Thus for any data in the cluster, if most of the data in the same cluster are normal then the change of thee data being normal is more. Similarly if the data does not belong to any cluster, then the possibility of the data being an outlier is more definite. Thus with the likelihood value the data can be clearly classified and the effect of noise on the data can be reduced, boosting the performance of the classifier.
The diagram illustrates the flow of the project. The data is pre-processed and then given to k-means clustering to generate the likelihood value which defines the membership degree. Data with the likelihood value is then given to SVDD algorithm to identify the data as positive, negative or outlier. Kernel K means clustering is used to generate the likelihood value. When it becomes difficult to separate a data by linear separation non linear classification is used. But sometimes the data are so closely bond towards each other that the separation becomes difficult and so to improve the accuracy we propose the likelihood value generation for each data. Kernel k-means develops the local clusters such that the members in each cluster are similar to each other, the data that does not belong to any of the cluster are probably the outliers with clear cut off from the clusters hence with likelihood value generation the accuracy of outlier detection can be improved. This likelihood value defines the degree of membership towards its own class and towards other class.

A. Evaluation Procedure
Confusion matrix is built for the data. The confusion matrix evaluates the classifier performance. Training data is used to train the classifier and then the trained model, the classifier is used to classify the data. To measure the performance of the classifier the test data is used. Confusion matrix is the tabular representation showing the number actual class and predicted class.

The confusion matrix above shows the result of two class classifier. The actual positive class is 6 out of which classifier predicted 2 as negative class.

The SVDD classifier performance is evaluated with the help of this confusion matrix using the below five parameters

1. **Detection rate**: gives information about number of correctly identified outliers

   \[
   \text{Detection rate} = \frac{TP}{TP + FN}
   \]

2. **False alarm rate**: gives the number of outliers misclassified as normal data tuples

   \[
   \text{False alarm rate} = \frac{FP}{FP + TN}
   \]

3. **Accuracy**: percentage of test set tuples that are correctly classified by the classifier

   \[
   \text{Accuracy} = \frac{(TP + TN)}{(P + N)}
   \]

4. **Error rate**: percentage misclassification rate

   \[
   \text{Error rate} = \frac{(FP + FN)}{(P + N)}
   \]

5. **Precision**: measure of exactness

   \[
   \text{Precision} = \frac{TP}{TP + FP}
   \]
III. CONCLUSION
Outliers are the data that behave very differently from the normal data. SVDD, the algorithm most commonly used to detect outliers is sensitive to noise. The work intents at boosting the performance of SVDD in effectively detect the outliers by generating the likelihood values for the data.
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