Efficient Information Retrieval System using Incremental Approach
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Abstract—Information Retrieval Systems [12][19] are traditionally implemented as a pipeline of special-purpose processing modules targeting the extraction of a particular kind of information. A major drawback of such an approach is that whenever a new extraction goal emerges or a module is improved, extraction has to be reapplied from scratch to the entire text corpus even though only a small part of the corpus might be affected. In this paper, we describe a novel approach for information extraction in which extraction needs are expressed in the form of database queries, which are evaluated and optimized by database systems. Using database queries for information extraction enables generic extraction and minimizes reprocessing of data by performing incremental extraction to identify which part of the data is affected by the change of components or goals. Furthermore, our approach provides automated query generation components so that casual users do not have to learn the query language in order to perform extraction. To demonstrate the feasibility [11] of our incremental extraction [18] approach, we performed experiments to highlight two important aspects of an information extraction system: efficiency and quality of extraction[5] results. By applying our methods to a corpus of 17 million biomedical abstracts, our experiments show that the query performance is efficient for real-time applications. Our experiments also revealed that our approach achieves high quality extraction results.
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I. INTRODUCTION

Information extraction (IE) is the task of automatically extracting structured information[2] from unstructured and/or semi-structured machine-readable documents. Recent activities in multimedia document processing like automatic annotation and content extraction out of images/audio/video could be seen as information extraction.

![Fig. 1.1 The relationship among change and increment](image)

Firstly, we explain the concept “geographical feature”. The concept commonly is called as geographical entity in the real world and as geographical object in the world. The data delta resulted from every update operation is exclusive and certain. However, different change types correspond to different update operations. So the different change produces different data delta.

Reasons for Increment

There are three kinds of subjective changes, the changes coming from the errors amendment, the changes coming from the change of correction rules and the change of database scheme. Subjective changes of spatial data are rule less and have no uniform expression.

Objective Changes

There are many kinds of objective change in the real world. In the real world, different geographical feature with the same event may generate different changes. So, we give a new change expression based on the event type and the data delta. In this work, we only consider the simple events, that is to say, the event which affects an attribute of the geographical feature. But in the real world, there are many complex events. We can compound the generated events based on the changes of the simple events.

II. LITERATURE REVIEW

Vrushali Patil, et al[1], wrote “Survey on Incremental Information Extraction Using Relational Database” it defines Information Extraction is the task of automatically extracting structured information from unstructured or semi-structured machine readable documents. In which extraction are expressed in the form of database query and query evaluated by using database system. Information extraction provides automated query generation components so that casual user does not have to learn query language in order to perform extraction. In Information extraction goal must be in the form of database query. Query must be evaluated and optimized by database system. Information Extraction is an active research area that uncovers information from large collection of text. We performed experiments to highlight two important aspect of an information extraction system: Efficiency and Quality of extraction result. Our experiment show that query performance is efficient for real time application. Our approach is composed of two phases first initial phase for processing of text and second Extraction phase for using database query to perform extraction. Incremental Extraction approach reduces processing time 90 percent as compare to traditional approach.

Luis Tari, et al[2], wrote “GenerIE: Information Extraction Using Database Queries”. It defines Information extraction systems are traditionally implemented as a pipeline of special-purpose processing modules. A major drawback of such an approach is that whenever a new extraction goal emerges or a module is improved, extraction has to be re applied from scratch to the entire text corpus even though only a small part of the corpus might be affected. In this demonstration proposal, we describe a novel paradigm for information extraction: we store the parse trees output by text processing in a database, and then express extraction needs using queries, which can be evaluated and optimized by databases. Compared with the existing approaches, database queries for information extraction enable generic extraction and minimize reprocessing. However, such an approach also poses a lot of technical challenges, such as language design, optimization and automatic query generation.
We will present the opportunities and challenges that we met when building GenerIE, a system that implements this paradigm.

Rajula Srilatha, et al[3], wrote “A Novel Incremental Information Extraction Using Parse Tree Query Language and Parse Tree Databases”. It defines Mining is nothing but retrieving the information from various resources. We have different approaches to retrieve these information one of them is traditional pipeline approach. As of increasing technologies it became more complicated[14] to workout with these traditional approach the main drawback in these pipeline approach is if any modifications are done or any module is developed newly then we have to reapply the extraction. So we are developing the different approach for data mining in this paper is through database queries. These are optimized by databases that make this as efficient approach.

After surveying these papers the major problem we have identified is, user is facing more overhead when following these traditional approaches. We present a novel approach that leads to the effective methodologies in information retrieval hierarchy, which leads to less overhead.

III. DESIGN & IMPLEMENTATION

In this paper we present a robust parsing algorithm based on the link grammar formalism for parsing natural languages. Our algorithm is a natural extension of the original dynamic programming recognition algorithm which recursively counts the number of linkages between two words in the input sentence. The modified algorithm [5] uses the notion of a null link in order to allow a connection between any pair of adjacent words, regardless of their dictionary definitions. The algorithm proceeds by making three dynamic programming passes. In the first pass, the input is parsed using the original algorithm which enforces the constraints on links to ensure grammaticality. In the second pass, the total cost of each substring[16] of words is computed, where cost is determined by the number of null links necessary to parse the substring. The final pass counts the total number of parses with minimal cost. All of the original pruning techniques have natural counterparts in the robust algorithm. When used together with memorization, these techniques enable the algorithm to run efficiently with cubic worst-case complexity.

Flowchart:
Following flowchart explains the detailed implementation of proposed work.

Initially we choose the raw data set, here we choose from bio medical data set (General Patient/ Diseases/ Drugs). Selected data module will be cleansed and redressed using dictionary. Various dictionary objectives include: splitting, context free grammar clustering... Etc. The redressed data is aligned in to tree data structure.
We proposed two operations that can be done on this data structure, Search Tree and View – Tree chart. Search Tree facilitates user to search the redressed data[13], which leads to more relevant information retrieval than the search done on initial raw data. View- Tree chart shows the user’s overhead in a graphical and precise manner (x axis – Processing Time y axis – No. of searches).

As a next step, this data is stored in to parse tree database (PTDB)[1]. The main objective of this step, which is also the essence of this paper is, in the word of this information, update is a frequent operation. When the search is performed, the updated data (updated lively, during the search process) should be obtained by user. By using PTQL[1][2] and PTDB hierarchy, the processing time can be reduced. Processing time in the sense, when the data is updated, there is no need to process whole information (whole in the sense both updated and existing information). Just the updated information will be processed. But in the existing traditional methods the search will be taken place on existing data also, when the new data is updated. This leads to more user overhead.

IV. RESULTS

We first illustrate the performance of our approach in terms of query evaluation and the time savings achieved through incremental extraction. Then we evaluate the extraction performance for our two approaches in query generation.

TABLE 4.1
TIME PERFORMANCE IN SECONDS FOR PTQL EVALUATION

<table>
<thead>
<tr>
<th>No. of Queries</th>
<th>1-Durg</th>
<th>2-Durg</th>
<th>3-Durg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>10</td>
<td>1.5</td>
<td>9.2</td>
</tr>
<tr>
<td>Q2</td>
<td>20</td>
<td>2.3</td>
<td>11.5</td>
</tr>
<tr>
<td>Q3</td>
<td>30</td>
<td>2.7</td>
<td>0.5</td>
</tr>
<tr>
<td>Q4</td>
<td>40</td>
<td>3.2</td>
<td>1.5</td>
</tr>
<tr>
<td>Q5</td>
<td>50</td>
<td>4.1</td>
<td>1.9</td>
</tr>
<tr>
<td>Q6</td>
<td>60</td>
<td>26.5</td>
<td>30.5</td>
</tr>
<tr>
<td>Q7</td>
<td>70</td>
<td>9.2</td>
<td>3.1</td>
</tr>
<tr>
<td>Q8</td>
<td>80</td>
<td>40.2</td>
<td>15.5</td>
</tr>
</tbody>
</table>

Fig. 4.1 Procedural flowchart

TABLE 4.2
COMPARISON OF DRUGS FOR PTQL EVALUATION

<table>
<thead>
<tr>
<th>Number of Drugs</th>
<th>Normal extraction (Time in sec)</th>
<th>incremental Extraction (Time in sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0.4</td>
<td>0.3</td>
</tr>
<tr>
<td>3</td>
<td>0.6</td>
<td>0.5</td>
</tr>
<tr>
<td>4</td>
<td>0.8</td>
<td>0.6</td>
</tr>
<tr>
<td>5</td>
<td>0.9</td>
<td>0.7</td>
</tr>
</tbody>
</table>
V. CONCLUSION

Existing extraction frameworks do not provide the capabilities of managing intermediate processed data such as parse trees and semantic information. This leads to the need of reprocessing of the entire text collection, which can be computationally expensive. On the other hand, by storing the intermediate processed data as in our novel framework, introducing new knowledge can be issued with simple SQL insert statements on top of the processed data. With the use of parse trees, our framework is most suitable for performing extraction on text corpus written in natural sentences such as the biomedical literature. As indicated in our experiments, our increment extraction approach saves much more time compared to performing extraction by first processing each sentence one-at-a time with linguistic parsers and then other components. This comes at the cost of overheads such as the storage of the parse trees and the semantic information, which takes up 1.5 TB of space for 17 million abstracts for the parse tree database. In the case when the parser fails to generate parse tree for a sentence, our system generates a “replacement parse tree” that has the node STN as the root with the words in the sentence as the children of the root node. So our methodology leads to the development of effective information systems, which maintains the fewer users’ overhead levels, with updated and relevant information.
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