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Abstract— Automatic Question generation is a process of generating questions automatically from a text with 

the help of various NLP techniques. Main challenging area while generating the questions from a text 

automatically is that it must be correct semantically. Rule based approach is most common approach to 

generate the questions automatically from a text. In this paper we are presenting the review on question 

generation from historical documents written in Punjabi language. To generate the questions automatically 

from a Punjabi text a corpora in Punjabi language which contain various named entities such as names of 

persons, locations, cities, countries and other entities is required which is not yet available. So a NER 

(Named Entity Recognition) Tool is also need to be created which recognizes the names from a given 

sentence and generate the appropriate questions from it. 
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I. INTRODUCTION 

1.1 Question generation 

Questions are basic medium to learn something or to check or extract information from the existing contents. Question 

Generation (QG) is the task of generating reasonable questions from an input, which can be structured (e.g. a database) or 

unstructured (e.g. a text). Question generation is an interesting challenge in Natural Language Processing(NLP) in the field of 

Indian Languages such as Punjabi, Hindi Etc. Questions are used in various scenarios for example teacher ask questions from 

his students to test their skills, Now-a-Days questions are asked to candidates to provides jobs in various government and 
private sectors. Automatic question generation system helps the examiner in all these area to generate the questions. This paper 

presents the review to generate the questions from Historical documents written in Punjabi text. The main properties of 

historical documents is that they contain dates (Ex. Date of war, date of birth, date of death, date of alliance etc), various names 

(Ex. Akbar , Maharaja Ranjit Singh etc), Location names(Ex. Panipat ,Lahore etc) etc. so historical documents contain a lot of 

questions which are required to test the knowledge of the person. Examiner can skip some of these questions while preparing a 

test for the students but an automatic question generation system can generate all the possible question combinations from a 

given text. 
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For example consider the following sentence from a historical document. 

gurU nwnk dyv jI dw jnm 15 ApRYl 1469 nUM lwhOr ivKy hoieAw [ 

From the sentence given above the following questions can be generated: 

iks dw jnm 15 ApRYl 1469 nUM lwhOr ivKy hoieAw ? 

gurU nwnk dyv jI dw jnm kdo hoieAw ? 
gurU nwnk dyv jI dw jnm 15 ApRYl 1469 nUM ikQy ivKy hoieAw ? 

As seen above question generation system generate all possible combinations of questions from the given sentence. 

1.2 Named Entity Recognition (NER) System 

To generate the questions automatically from a given Punjabi text corpora is required in Punjabi which contains all the names 

related to persons, locations, cities, states, countries, and other entities. But the main problem is that there are no proper corpora 

available in the Punjabi language which can fulfil the requirement of our system. So a tool is also needed to create which extract 
the named entities from a given Punjabi text and classifies them in proper categories line location names, person names etc. 

These names can be used to generate the questions from the given text. Here NER (Named entity Recognition) is a tool which 

can generate the named entities from a given Punjabi text. NER system can be implemented by using Rule based approach in 

which rules are to created to extract the named entities from a given text. Accuracy of the NER system depends mainly on the 

rules created for the system. An accurate NER system also tends to increase the accuracy in the Question Generation (QG) 

system. 

1.3 Main challenge of a Question Generation System 

The main challenge in generating a question from a given text is that the question must be correct semantically. If generated 

question does not provide a meaning then it cannot be used further. Another challenge of a question generation system is that is 

must generate all types of questions from a given sentence. 

II. EXISTING WORK 

A lot of work is left in the field of question generation for Indian languages. In the existing system for question generation 
from Punjabi language developed by shikha garg (2013) a rule based approach is used to generate the question automatically. 

From given text the system is able to generate shallow question. The system generate the question starts with the words “kI 
(what)” “ikQy (Where)”, “kOx (who)”, ikMny (how many) etc.  But system is unable to generate the deep question from given text. 

The system cannot generate the question starts with “ikauN (why)”, “ikvy (how)” etc. Hence a lot of work is left behind the 

system. And system show good results for some kind of question but for other types of question the system show very low 

results. So need to add new rules to increase and improve the performance of the system.   

III. LITERATURE SURVEY 

In 2013 Shikha Garg and Vishal Goyal made System for Generating Questions Automatically from Given Punjabi Text. 

This paper introduces a system for generating questions automatically for Punjabi. The System transforms a declarative 

sentence into its interrogative counterpart. It accepts sentences as an input and produces a possible set of questions for the given 

input. Not much work has been done in the field of Question Generation for Indian Languages. The current paper represents the 

Question Generation System for Punjabi language to generate questions for the given input in Gurmukhi script. Proposed 

system cannot generate questions with “ikauN (why)”, “ikvy (how)” etc. words. [1] 

In 2012 Ming Liu and Vasile Rus G-Asks: An Intelligent Automatic Question Generation System for Academic Writing 

Support. This paper presents a novel Automatic Question Generation (AQG) system, called G-Asks, which generates Specific 

trigger questions as a form of support for student learning through writing. We conducted a large-scale case study, including 24 

human supervisors and 33 research students, in an Engineering Research Method course and compared questions generated by 

G-Asks with human generated questions. The results indicate that G-Asks can generate questions as useful as human 

supervisors („useful‟ is one of five question quality measures) while significantly outperforming Human Peer and Generic 

Questions in most quality measures after filtering out questions with grammatical and semantic errors. Furthermore, authors 

identified the most frequent question types, derived from the human supervisors‟ questions and discussed how the human 

supervisors generate such questions from the source text. [2] 

 In 2010 Husam Ali, Yllias Chali and Sadid A.  Hasan: Automatic Question Generation from Sentences. In this paper, 

authors proposed an approach to automatically generate questions given sentences. They used the dataset provided by the TREC 
2007 Question Answering Track and evaluated the performance of their system using Recall and Precision. We filtered out 

important sentences from the dataset by following a target-driven method. They simplified the process by extracting elementary 
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sentences from the complex sentences using syntactic information. After classifying the sentences based on their subject, verb, 

object and preposition, they generated the questions automatically from them using a predefined set of interaction rules.[3] 

 

In 2008 Chin-Yew Lin: Automatic Question Generation from Queries. In this paper, author proposes automatic generation 

of questions from queries as a shared task. With large amount of cQA data available online, together with real world query logs, 

and interests from both academics and industry, author believe that the time is ripe for such endeavour. The results would 
change ways that people interact with information and provide new perspectives in natural language generation, information 

retrieval, and other related fields. [4] 

 

IV. RULE BASED APPROACH 

Rule based approach used in question generation system. Some dependent rules for Punjabi language have been developed 

for the generation of questions. Some of these rules are: 
 

 

Rule 1: - If we found name of any person entity such as “ਵਿਿੇਕ” we replace it with “kOx” and end with a question mark. To 

find the name we use certain rules such as:- 

a) If there is a prefix such as “ਵਿਸਟਰ” 

b) If there is a suffix such as “ਵਸਿੰਘ” 

c) Direct names from the database 

d) There is a special table to analyse the words which cannot be used as name. 

 

Rule 2:- If we found name of any location, city, country, state entity such as “ਰੋਡ” or “ਜਲਿੰ ਧਰ” or “਩ਿੰਜਾਬ” or “਩ਾਵਕਸਤਾਨ” 

we replace it with “ikQy” and end with a question mark. To find the location we use certain rules such as:- 

a) If there is a prefix such as “਩ੁਰ” for “ਸੁਲਤਾਨ਩ੁਰ”. 

b) If there is a suffix such as “ਰੋਡ” for “ਿੁਲਤਾਨ ਰੋਡ”. 

c) Direct names from the database 

d) There is a special table to analyse the words which cannot be used as location. 

 

Rule 3:- If we found date or time such as “22 march 1982” or “1989” we replace it with “kdoN” and end with a question 

mark. To find the date we use certain rules such as:- 

a) If there is a prefix such as “ਈ” or “ਵਿਿੱ ਚ” for the year. 

b) Special month recognizer. 

c) There is a special table to analyse the words which cannot be used as date. 

 

Rule 4:- If we found name of any organization we replace it with “iks” and end with a question mark. To find the 

organization we use certain rules such as:- 

a) If there is a prefix such as “ਵਿਸਲ” or “ਕਿੇਟੀ” and so on. 

b) There is a special table to analyse the words which cannot be used as organization. 
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This can be shown as in the following flowchart: 
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Fig. 1 Flowchart for Question Generation 

 

 

V. CONCLUSION & FUTURE SCOPE 

In this paper we present the review to generate questions automatically from a given Punjabi text contain historical 
information. As discussed a large corpora is needed to generate questions from given sentences. A lot of work is left to develop 

a question generation system for Indian languages such as Punjabi, Hindi etc. Present system is based n rule based approach in 

which a lot of modifications are required in rules to achieve more accuracy. Further, the system can also be improved to 

generate questions based on “kyo”, “kive” etc. A more accurate question generation system is required to be developing so that 

it can be used by teachers, examiners, and researchers etc to explore or test one‟s skill. 

The method proposed is simple and easy to implement. One of the limitations of the current implementation is its 

usefulness over limited domain. The method is too specific and lacks necessary framework for other domains. The proposed 

future work is in the direction of extending the system to a general framework. 
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