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Abstract— Fingerprints are the oldest and most wigleused form of biometric identification. The
performance of any fingerprint recognizer highly gends on the fingerprint image quality. Differengpes of
noises in the fingerprint images pose greater difiity for recognizers. However, fingerprint imagese
rarely of perfect quality. They may be degraded acafrupted due to variations in skin and impression
conditions. Thus, image enhancement techniques amployed prior to minutiae extraction to obtain aare
reliable estimation of minutiae locations. Most Aarnatic Fingerprint Identification Systems (AFIS) s
some form of image enhancement. Therefore, this @agescribes various techniques for fingerprint ige
enhancement.

Indexed Terms: - Contrast enhancement, Histograrmuatization, PSNR, Spatial Domain method

. INTRODUCTION

The aim of image enhancement is to improve thepnégability or perception of information in imagks
human viewers, or to provide “better' input foresthutomated image processing techniques.

Image enhancement techniques can be divided iridtaad categories:
1. Spatial domain methods, which operate direatlpisels.
2. Frequency domain methods, which operate on dhei¢r transform of an image.

Unfortunately, there is no general theory for deiaing what good image enhancement is? When it some
to human perception. If it looks good, it is goddibwever, when image enhancement techniques areassed
pre-processing tools for other image processingrigges, then quantitative measures can determiriehw
techniques are most appropriate.

Apart from geometrical transformations some pratany grey level adjustments may be indicated, ke ta
into account imperfections in the acquisition sgst&his can be done pixel by pixel, calibratinghwitie output
of an image with constant brightness. Frequenthcsgnvariant grey value transformations are alzeedfor
contrast stretching, range compression, etc. Titieatrdistribution is the relative frequency ofokagrey value,
thegrey value histogram

The fingerprint images are rarely of perfect gyalitue to the reasons like variations in impressiondition,
skin condition, scanning devices or may be due dp-co-operative attitude of the subject. This ddgda
quality of image can result in a significant numloérspurious minutiae being created and genuineutigia
being ignored. A vital step in studying the statistof fingerprint minutiae is to reliably extraitte minutiae
feature from fingerprint images. Thus it is impottéo employ image enhancement techniques prioritotiae
extraction to obtain a good number of reliablereates of minutiae locations.

The main objective of fingerprint image enhancenignb improve the ridge characteristics of the dmaas
these ridges carry the information of charactessteatures required for minutiae extraction. Igeah a well-
defined fingerprint image, the ridges and vallelgeudd alternate and row in a locally constant dicet This
regularity facilitates the detection of ridges amthsequently allows minutiae to be precisely exédrom the
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thinned ridges [1]. Thus, the corruption or noiss ko be reduced through image enhancement tediquget
enhanced definition of ridges against valleys mfihgerprint images.

Il. IMAGE ENHANCEMENT
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Fig.1. Showing the effect of Image Enhancement

Image enhancement is basically improving the imtggbility or perception of information in imagesr f
human viewers and providing “better' input for othetomated image processing techniques. The pahci
objective of image enhancement is to modify attelslof an image to make it more suitable for amiesk and
a specific observer. During this process, one oremdttributes of the image are modified. The chaite
attributes and the way they are modified are sjgetfa given task. Moreover, observer-specifiddes; such
as the human visual system and the observer'sierper will introduce a great deal of subjectiviityo the
choice of image enhancement methods. There exisy tgehniques that can enhance a digital imageowith
spoiling it. The enhancement methods can broadlyivided in to the following two categories:

1. Spatial Domain Methods
2. Frequency Domain Methods

In spatial domain techniques [10] we directly dedh the image pixels. The pixel values are mardprd to
achieve desired enhancement. In frequency domaithadsg, the image is first transferred in to freguen
domain. It means that, the Fourier Transform ofithage is computed first. All the enhancement ojpamna are
performed on the Fourier transform of the image et the Inverse Fourier transform is performedebthe
resultant image. These enhancement operationsed@med in order to modify the image brightness)tcast
or the distribution of the grey levels. As a consatpe the pixel value (intensities) of the outmodge will be
modified according to the transformation functigopied on the input values into imageisingT. (Where Tis
the transformation. The values of pixels in imabasdg are denoted by ands, respectively. As said, the pixel
valuesr ands are related by the expression,

s=T(r) 1)

WhereT is a transformation that maps a pixel vatuato a pixel values. The results of this transformation
are mapped into the grey scale range as we arimgédedre only with grey scale digital images. 3w, tesults
are mapped back into the range [0, L-1], where L&2eing the number of bits in the image beingsidered.
So, for instance, for an 8-bit image the rangeixélpsalues will be [0, 255].

Many different, often elementary and heuristic moels [11] are used to improve images in some sditee.
problem is, of course, not well defined, as therao objective measure for image quality. Here digeuss a
few recipes that have shown to be useful both Herttuman observer and/or for machine recognitidres@
methods are very problem-oriented: a method thaksvéine in one case may be completely inadequatte f
another problem. In this paper basic image enhaesentechniqgues have been discussed with their
mathematical understanding. This paper will proxadeoverview of underlying concepts, along withoaiihms
commonly used for image enhancement. The paperséscwon spatial domain techniques for image
enhancement.

[ll. IMAGE ENHANCEMENT TECHNIQUES

A. Spatial domain methods

The value of a pixel with coordinates §) in the enhancetinage is the result of performing some operation
on the pixels in the neighborhood af §) in the input imagef. Neighborhoods can be any shape, but usually
they are rectangular.
B. Histogram Equalization

Histogram equalization is a method in image processing of contrast agli@st using the image's histogram.
In histogram equalization we are trying to maximthe image contrast by applying a gray level tramsf
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which tries to flatten the resulting histogramtdins out that the gray level transform that we seeking is
simply a scaled version of the original image's alative histogram. That is, the graylevel transfdrns given
by T[i] = (G-1)c(i), where G is the number of grigyels and c(i) is the normalized cumulative hiséog of the
original image.
When we want to specify a non-flat resulting histrg, we can use the following steps:

1. Specify the desired histogram g(z)

2. Obtain the transform which would equalize specified histogram, Tg, and its inverse'Tg

3. Get the transform which would histogram eigeathe original image, s=T[i]

4. Apply the inverse transform T@n the equalized image, that is z=Ts]

l/'T\\

Fig. 2. Showing the effect of histogram

The method is useful in images with backgrounds famedgrounds that are both bright or both dark. In
particular, the method can lead to better viewsafe structure in x-ray images, and to better Hetai
in photographs that are over or under-exposed. # &dvantage of the method is that it is a fairly
straightforward technique and an invertible opera®o in theory, if the histogram equalization fiio is
known, then the original histogram can be recovefBtk calculation is not computationally intensive.
disadvantage of the method is that it is indisaneé. It may increase the contrast of backgroumsenavhile
decreasing the usable signal.

In scientific imaging where spatial correlation msore important than intensity of signal (such as
separating DNA fragments of quantized length),stmall signal to noise ratio usually hampers visleéction.

Consider a discrete grayscale imagp find letn; be the number of occurrences of gray leveThe
probability of an occurrence of a pixel of levéh the image is

Px(i) =p (x=i) = _ni ,0<i<L (2)
n

L being the total number of gray levels in the imageeing the total number of pixels in the image,
and being Px(i) in fact the image's histogrampigel value i, normalized to [0,1].

Let us also define theumulative distribution functionorresponding tp, as which is also the image's
accumulated normalized histogram.

cdfn(i) = S pa (i)
F=0 (3)

We would like to create a transformation of thenfgr=T(x) to produce a new imagg}¥ such that its CDF
will be linearized across the value range, i.e.

cdf, (1) = iK @)
For some constait. The properties of the CDF (Cumulatigistribution functiof allow us to perform such
a transform it is defined as

y =T(z) = cdf () (5)

Notice that the T maps the levels into the rang&][On order to map the values back into theigirl range,
the following simple transformation needs to beligppon the result:

Y =y - (max{r} — min{r}) + min{z}

(6)
The cumulative distribution function (cdf) is showelow. Again, pixel values that do not contribtiean
increase in the cdf are excluded for brevity.

The cdf must be normalized to (0,255). The ger@istbgram equalization formula is:
edf (v) — cdfmin
h(v) = d L-1
(v) = roun ((M X NY = cdfp < LY @
B. Negative Image Enhancement
Image enhancement is a very basic image procetskghat defines us to have a better subjectidgment
over the images and Image Enhancement in spatrahito(that is, performing operations directly omxgpi
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values) is the very simplistic approach. Enhancedges provide better contrast of the details thetges
contain. Image enhancement is applied in everyd fighere images are ought to be understood and zethly
For example, Medical Image Analysis, Analysis oages from satellites, etc. Here | discuss soménuirelry
image enhancement techniques that are applicabigdy scale images.

Image enhancement simply means, transforming angefriato imagegusingT, WhereTis the
transformation. The values of pixels in imafesndg are denoted bsands, respectively. As said, the pixel
valuesr ands are related by the expression,

s=T(n (8)

WhereT is a transformation that maps a pixel valueto a pixel values. The results of this transformation
are mapped into the grey scale range as we armgédedre only with grey scale digital images. 3w, tesults
are mapped back into the range [0, L-1], where*Lkdeing the number of bits in the image beingsidered.
So, for instance, for an 8-bit image the rangeixélpsalues will be [0, 255].

Original Equalized
Fig.3. Showing the histogram equalized

There are three basic types of functions (transétions) that are used frequently in image enhanoeme

They are,
e Linear
e Logarithmic
* Power-Law

The transformation map plot shown below depictsousr curves that fall into the above three types of
enhancement techniques.

The Identity and Negative curves fall under theegaty of linear functions. Identity curve simplydioates
that input image is equal to the output image. Thg and Inverse-Log curves fall under the categuiry
Logarithmic functions andth root andith power transformations fall under the categoryPawer-Law
functions.

The negative of an image with grey levels in thege [0, L-1] is obtained by the negative transfdiora
shown in figure above, which is given by the expi@s,

s=L-1-r 9

This expression results in reversing of the greslléntensities of the image thereby producing gatiee
like image. The output of this function can be dile mapped into the grey scale look-up table cstirsj
values from O to L-1.

[
/

[ o R,
, i _

L 2 avsa L1

Fig.4. Plot of various transformation functions
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a) Original digitslammogram b) Negative image
Fig.5. Note how much clearer the tissue is in thgative image of the mammogram

C. Contrast Stretching

Fig.6.Contrast stretching of an image

Contrast stretching (often called normalizationgisimple image enhancement technique that attetopts
improve the contrast in an image by “stretching'rdnge of intensity values it contains to spaesirdd range
of valuesge.g.the full range of pixel values that the image tygmncerned allows. It differs from the more
sophisticated histogram equalization in that it oaly apply dinear scaling function to the image pixel values.
As a result the “enhancement’ is less harsh. (Moglementations accept a gray level image as irgmat
produce another gray level image as output.)

Before the stretching can be performed it is nergs® specify the upper and lower pixel value tsrover
which the image is to be normalized. Often thesgtdi will just be the minimum and maximum pixel wes
that the image type concerned allows. For exampl@&-bit gray level images the lower and upper tsnmight
be 0 and 255. Call the lower and the upper limigndb respectively.

The simplest sort of normalization then scans thage to find the lowest and highest pixel valuaseculy
present in the image. Call thesandd. Then each pixdP is scaled using the following function:

b—a
Li=(Pn—c) (—) +a
d-—¢ (10)

Values below 0 are set to 0 and values about 255etrto 255.The problem with this is that a sirglgying
pixel with either a very high or very low value cseverely affect the value ofor d and this could lead to very
unrepresentative scaling. Therefore a more robpstoach is to first take a histogram of the imaay@l then
selectc andd at, say, the 5th and 95th percentile in the histog(that is, 5% of the pixel in the histogram will
have values lower than and 5% of the pixels will have values higher tdanThis prevents outliers affecting
the scaling so much.

Normalization is commonly used to improve the casitin an image without distorting relative graydl
intensities too significantly.

We begin by considering an image which can eaglgibhanced by the most simple of contrast stregchin
implementations because the intensity histogrammgoa tight, narrow cluster between the gray lentdrisity
values of 79 - 136

After contrast stretching, using a simple linedeipolation betweea = 79 andd = 136

Compare the histogram of the original image witht tf the contrast-stretched version

While this result is a significant improvement oube original, the enhanced image itself still appe

somewhat flat. Histogram equalizing the image iases contrast dramatically, but yields an artifitwaking
result.
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In this case, we can achieve better results byrasinstretching the image over a more narrow rafiggay
level values from the original image. For example setting the cutoff fraction parameter to 0.08, ebtain the
contrast-stretched image and its correspondingdpiam

Note that this operation has effectively spreadtbatinformation contained in the original histagrpeak
(thus improving contrast in the interesting facgioas) by pushing those intensity levels to thé ¢éfthe peak
down the histogram-axis towards 0. Setting the cutoff fraction toigher valueg.g.0.125, yields the contrast
stretched image as shown in the histogram mosteofntformation to the left of the peak in the anaiimage is
mapped to 0 so that the peak can spread out evtmerfiand begin pushing values to its right up36.2

As an example of an image which is more difficalenhance, consider which shows a low contrasténadig
a lunar surface.

The image shows the intensity histogram of thisgeaNote that only part of theaxis has been shown for
clarity. The minimum and maximum values in this iB-bmage are 0 and 255 respectively, and so
straightforward normalization to the range 0 - PB86duces absolutely no effect. However, e@a enhance the
picture by ignoring all pixel values outside the &% 99% percentiles, and only applying contrastcing to
those pixels in between. The outliers are simphgdd to either 0 or 255 depending upon which sidthe
range they lie on.

Notice that the contrast has been significantlyrmpd. Compare this with the corresponding enhaecém
achieved using histogram equalization.

Normalization can also be used when converting foma image type to another, for instance from fitmat
point pixel values to 8-bit integer pixel values an example the pixel values in the floating poitdage might
run from 0 to 5000. Normalizing this range to 0-28Bws easy conversion to 8-bit integers. Obvipissime
information might be lost in the compression pracdsit the relative intensities of the pixels Wil preserved.

D. Adaptive Weighted Mean Filter (AWMF)

Filtering is a mathematical operation in which theensity of one pixel is combined with the intepsof
neighboring pixels. This neighborhood is definedablpox that has at least three pixels on a sidénape the
simplest filter is the mean filter, which sums theensity of pixels in the box and determines theam The
averaging of neighboring pixels will result the fved image due to the random nature of pixels at th
neighboring position. To avoid this blurring, thpsper introduces Adaptive Weighted combination igklp
values I(i,j), I(i,j-1), 1(i- 1,j-1), 1(-1,j), I(F1,j+1), I(i+1,j+1), I(i+1,j-1), I(i,j+1) and I(i1) is used to estimate
the value for pixel I(i,j). This scheme has beensidered as the four neighboring pixels of the entripixel
which are most likely to be involved in the genienatof the back reflection value in pixel positiinj).The
mask for this filter is shown in figure.

The given image is passed through an edge detatbconverted into a binary image. If the pixelmérest
I (i,j) is an edge, the particular pixel is omittdfithe pixel of interest I(i,j) is not an edgejagptive weighted
mean filter omitting the edge pixel is applied.

1121
2|42
11211

Fig.7. Mask for Adaptive Weighted Mean Filter

E. Edge Adaptive Sigma Filter (EASF)

The sigma filter averages only those pixels withibox of predetermined size that do not deviatentoch
from the pixel that the box is centered on. Totketthreshold value for a sigma filter, one musivrihe type
of noise affecting the image and its standard diewia To avoid this, this paper introduces anotfiker,
namely edge adaptive sigma filter to enhance timrast of a given image. The given image is patisenigh
an edge detector and converted into a binary imigke pixel of interest | (i, j) is an edge, aghipass filter
mask is applied to sharpen the edge. If the pikéiterest | (i, j) is not an edge, a low pass méiser omitting
the edge pixel is applied.

F. Edge Adaptive Hybrid Filter (EAHF)

To improve the edges and fine details present éngilien image, this paper proposes a new filterehgam
Edge Adaptive Hybrid filter which a combination lofv pass and high pass filter. In this algorithracalan
edge detector is applied to the given image anderted into binary image. If the pixel of interédt, ) is an
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edge, a high pass filter mask is applied to shatperedge. If the pixel of interest | (i, j) is remh edge, a low
pass mean filter is applied to improve the finadst

IV. PERFORMANCE METRICS

A .Peak Signal to Noise Ratio (PSNR)

The phrase peak Signal-to-Noise Ratio, often abfired PSNR, is an engineering term for the ratiwben
the maximum possible power of a signal and the powfecorrupting noise that affects the fidelity
representation. Because many signals have a vely dyinamic range, PSNR is usually expressed instefm
the logarithmic decibel scale.

The PSNR is most commonly used as a measure ofityquaf reconstruction of lossy
compression codecs (e.g., for image compressidm.signal in this case is the original data, arrbise is
the error introduced by compression. When compacimmgpression codecs it is used asapproximationto
human perception of reconstruction quality, therefo some cases one reconstruction may appear ¢tober
to the original than another, even though it hémager PSNR (a higher PSNR would normally indicdtat tthe
reconstruction is of higher quality). One has tekremely careful with the range of validity ofghmetric; it is
only conclusively valid when it is used to compaesults from the same codec (or codec type) ance sam
content [1] [2]

It is most easily defined via the mean squaredr€NM&E). Given a noise-freexn monochrome imageand

its noisy approximatioi, MSEis defined as:
m—1 n—1

1 C Fre w2
MSE = —— 3" S 11(i.5) - K, )]
i=0 j=0 (11)
The PSNR is defined as: ,
PSNR = 10 - logy, (%)
MAX
=20-log,, (—Msé)

= 20 - logyy (MAX ;) — 10 - logy, (MSE) (12)

Here,MAX is the maximum possible pixel value of the imagten the pixels are represented using 8 bits
per sample, this is 255. More generally, when sammre represented using linear PCM Bithits per
sampleMAX, is Z-1. For color images with three RGB values per Ipittee definition of PSNR is the same
except the MSE is the sum over all squared valfferdnces divided by image size and by three. Algely,
for color images the image is converted to a défifeéicolor space and PSNR is reported against deimel of
that color space, e.g., YCbCr or HSL

B. Normalized Error

In statistics, the mean absolute error (MAE) / Nalimed Error is a quantity used to measure howeclos

forecasts or predictions are to the eventual oussormhe mean absolute error is given by
n

l w 1
MAE= =S /i —ul==5" el
" E i =yl =~ E ¢
i=1 i=1 (13)

As the name suggests, the mean absolute error mvarage of the absolute errbis™ |f — yt'|,

whereJ is the prediction and/i the true value. Note that alternative formulationay include relative
frequencies as weight factors.

The mean absolute error is a common measure afdsreerror in time series analysis, where the terms
"mean absolute deviation" is sometimes used inusiof with the more standard definition of meanchlie
deviation. The same confusion exists more generally

C. Correlation coefficient
The correlation is a measure of the strength arettion of a linear relationship between two vaeabThe
correlation coefficienR is defined as
- (TmTc) — (Tm){(Tc)

R =
V@) — (@2 /() — (20? (14)

© 2013, IJCSMC All Rights Reserved 17



Seema Rajputt al International Journal of Computer Science and MoBibmputing Vol.2 Issue. 1, January- 2013, pg211-

A correlation of 1 indicates a perfect one-to-omedr relationship and -1 indicates a negativeticeiahip.
The square of the correlation coefficient describ@s much of the variance between two variableteicribed
by a linear fit.

D. Structural Similarity

The structural similarity (SSIM) index is a methfmt measuring the similarity between two imagese Th
SSIM index is a full reference metric, in other d®r the measuring of image quality based on amalinit
uncompressed or distortion-free image as refereB&M is designed to improve on traditional methods
like peak signal-to-noise ratio (PSNR) and mean ) Svhich have proved to be inconsistent with hurage
perception.

The difference with respect to other techniquestioeed previously such as MSE or PSNR, is thatehes
approaches estimaperceived errorodn the other hand SSIM considers image degradasperceived change
in structural information Structural information is the idea that the pixélave strong inter-dependencies
especially when they are spatially close. Theseddpncies carry important information about thacttre of
the objects in the visual scene.

The SSIM metric is calculated on various windows af image. The measure between two
windows 1 and¥ of common siz&lxN is:

SSD\-’[(I:, y) — (Qﬁtzﬁy + Cl) (QJIF + CE)

(2 + 2 + )02 + 02 — Lfg)(lS)

Where,
e Hz the average of;
e Huthe average ¥,
. Jg. the variance of;

. ‘73 the variance of;

« Ty the covariance of and;

« c1=(k1L)? e2=(k2L)? two variables to stabilize the division with weddnominator:
« L the dynamic range of the pixel-values (typicalistis 2% tits per pizel_y).

o k1=0.01 andka=0.03 by default.

In order to evaluate the image quality this formiglaapplied only on luma. The resultant SSIM indexa
decimal value between -1 and 1, and value 1 is @@dghable in the case of two identical sets ai.dBypically
it is calculated on window sizes of 8x8. The windoan be displaced pixel-by-pixel on the image Inet t
authors propose to use only a subgroup of the lplessindows to reduce the complexity of the caltata

V. RESULT

It is clearly seen that thedge Adaptive Hybrid Filter (EAHF)Image enhancement method returns the best
results when studied with all available databasepses as compare with others for the four perforean
parameters like Peak Signal to Noise Ratio (PSM®ymalized Error(MAE),Correlation coefficient(CC),
structural similarity (SSIM) as, indicated in below figures .

) finsrEnhance.

Image Enhancement

PSNR:24.4701
Corelation Coefficient (CC):0.95349

Structural Similrity(SS)index: 0.9929

Normalised Error:0

Fig.8.Result for Histogram
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Image Enhancement

Enhance Image

(ronagon | (o]

QueryFinget
PSNR:25.2377
Corelation Coefficient (CC):-1

Structural Similrity(SS)index: 0.95701

Normalised Error:20.1432

Fig.9. Result for Negative

Image Enhancement

Enhance Image

[t | e

T

Ceaien ]

PSNR:31.4678
Corelation Coefficient (CC):0.04239

Structural Similrity(SS)index: 0.99801

Normalised Error:25.3051

Fig.10. Result for Contrast

Image Enhancement

- Ennance image
(emena]
[ neoe ) o
[ Cortrazt_|

QueryFinger

PSNR:57.0707
Corelation Coefficient (CC):0.62174

Structural Similrity(SS)index: 0.99644

Normalised Error:0.27363

Fig.11 Result for AWMF

Image Enhancement

— Enhance Image.

(Eem) e ]

—
Ce=J
—

QueryFinger

PSNR:38.687
Corelation Coefficient (CC):0.1296

Structural Similrity(SS)index: 0.86673

Normalised Error:1.944

Fig.12 Result for EASF
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PSNR:77.6877

Corelation Coefficient (CC):0.99138

Structural Similrity(SS)index: 0.99999

Normalised Error:0.015002

Figl3. Result for EAHF

Out of these studied methods we are in the postbaconclude that the contrast Image enhancemeheis
one of the best method within the studied techrégqageshown in Table 1below.

Table 1: The comparative study of Performance patenof Image enhancement techniques

Image Enhanmen PSNF MSE CC SSIM
Techniques
Histogram 24.3443 0 0.96855 0.99379
Negative 25.519 23.35 1 0.95245
Contrast 30.5928 20.41 0.9471 0.99832
AWMF 57.503 0.255 0.7087 0.99643
EASF 38.9922 1.810 0.166 0.87787
EAHF 78.258 0.013 0.9931 0.999

VI. CONCLUSION

Image enhancement is the improvement of digitalgenguality (wanted e.g. for visual inspection or fo
machine analysis), without knowledge about the c®uof degradation. Different image enhancement
techniques are compared by taking parameters ReanNsquare Error (RMSE), Peak Signal to Noise Ratio
(PSNR), and Correlation Coefficient (CC), SSIM. §ipiaper conclude that Use of the edge adaptiveichybr
filter gives some better results compared to bistm processing, negative enhancement, contrastlsing,
filtering, AWMF,EASF.

VIL. FUTURE ScoPE

The fingerprint images are rarely of perfect qyalitue to the reasons like variations in impressiondition,
skin condition, scanning devices or may be due dp-co-operative attitude of the subject. This ddgda
quality of image can result in a significant numloérspurious minutiae being created and genuineutisie
being ignored. A vital step in studying the statistof fingerprint minutiae is to reliably extraitte minutiae
feature from fingerprint images. Thus it is impoittéo employ image enhancement techniques prioritatiae
extraction to obtain a good number of reliablersates of minutiae locations.

The main objective of fingerprint image enhancenignb improve the ridge characteristics of the dmaas
these ridges carry the information of charactexssteatures required for minutiae extraction. Igeah a well-
defined fingerprint image, the ridges and vallelyswdd alternate and °ow in a locally constant dicet This
regularity facilitates the detection of ridges amthsequently allows minutiae to be precisely exédrom the
thinned ridges. Thus, the corruption or noise lwabet reduced through image enhancement techniqugstt
enhanced definition of ridges against valleys mfihgerprint images.
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